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Preface

This book applies recently developed tools in strong and weak bidirectional opti-
mality theory (OT) as well as an evolutionary modeling of OT in a bidirectional
setting to the empirical domain of negation across a wide range of languages. I have
long been intrigued by the patterns of semantic variation we find in natural lan-
guage, and negation has always been one of the topics I was fascinated by. In the
past, I have proposed analyses of language-specific observations about not...until
in English (de Swart 1996), Dutch negative polarity items (NPIs) occurring outside
the c-command domain of the licensor (de Swart 1998b), the interaction of negation
and aspect in French (de Swart and Molendijk 1999), scope ambiguities with
negative quantifiers in Germanic (de Swart 2000), and negative concord in
Romance (de Swart and Sag 2002).

Although I felt my proposals were contributing to a better understanding of the
phenomena under consideration, they did not lead to an explanatory theory of
cross-linguistic variation in the area of negation. Meanwhile, the discussion of
semantic universals and cross-linguistic variation in meaning assumed more impor-
tance in the literature (cf. von Fintel and Matthewson 2008), which made it all the
more urgent to develop such a theory. Other proposals came along in the literature,
exploiting syntactic and lexical notions of variation, and making claims about uni-
versal grammar and typological generalizations. But I always took the distinction
between negative concord and double negation to be semantic in nature, and I kept
looking for the possibility to account for cross-linguistic variation in the grammar.

When I became acquainted with OT, I acquired a new set of tools for linguistic
analysis. Furthermore, OT is embedded in a broader conception of language as part
of our cognitive system and provides a new perspective on universal grammar and
typological variation. It quickly occurred to me that this might be the appropriate
framework to work out my ideas about semantic variation. For a while, I was strug-
gling to make syntactic and semantic insights meet, but with the development of
bidirectional OT in the project Conflicts in Interpretation, we obtained a new con-
ception of the syntax-semantics interface (cf. Hendriks et al. 2009).

Many people contributed to the genesis of this book. I owe much to Frans Zwarts
and Jack Hoeksema for raising my curiosity about negation while I was working in
Groningen. | thank the members of the PICS working group on negation (Francis
Corblin, Daniele Godard, Jacques Jayez, Lucia Tovena, and Viviane Déprez) for
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teaching me everything they knew about the subject in French and other Romance
languages. It was a lot of fun to work out the bidirectional OT model with Petra
Hendriks, Helen de Hoop, Joost Zwarts, Gerlof Bouma, and Irene Krdmer, and their
friendly help was crucial when I was developing the basic ideas behind this book.

Financial support for our research by the NWO-Cognition program is hereby
gratefully acknowledged (grant 051-02-070 for the project Conflicts in
Interpretation). I thank the audiences at workshops and conferences in Utrecht,
Nijmegen, Georgetown, Hopkins, New York, and Berlin for helpful feedback on
my presentations. My proposals were first published as de Swart (2006). The
ideas I presented there are worked out in more empirical, typological, and theo-
retical detail in this book. Over the years, many people volunteered data and
helped me make sense of them, and I would like to thank them all!

This book would never have been completed had Rudie Botha not invited me to
join the Netherlands Institute for Advanced Study in the Humanities and Social
Sciences (NIAS) research group “Restricted Linguistic Systems as Windows on
Language Evolution” in 2005-2006. The NIAS created a wonderful environment
and provided excellent support for the completion of the manuscript. I would also
like to gratefully acknowledge the financial support provided by NWO grant 365-
70-015 for my sabbatical year.

Two anonymous reviewers read the manuscript for Springer, and wrote exten-
sive reports. I also got valuable feedback from the series editor Liliane Haegeman.
I considered their comments and incorporated whatever I felt necessary. I hope
this has led to improvements in the final version. Of course, all remaining errors
are my own.

The reader is invited to discover the rich inventory of the expression and inter-
pretation of negation in natural language throughout this book. I hope (s)he will see
the range and limits of the typological variation, and appreciate how the interaction
of a small number of functionally and cognitively motivated principles embedded
in an optimization approach to language accounts for the observations made.

May 2009
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Chapter 1
Negation in a Cross-Linguistic Perspective

Introduction and Overview Chapter 1 introduces the empirical scope of the
study on the expression and interpretation of negation in natural language.
Background notions on negation in logic and language are introduced, and a
range of linguistic issues concerning negation at the syntax—semantics interface
are discussed. Cross-linguistic variation is a major topic, in both synchronic
(typology) and diachronic (language change) perspectives.

Besides expressions of propositional negation, this book analyzes the form and
interpretation of indefinites in the scope of negation. This raises the issue of negative
polarity and its relation to negative concord. The main facts, criteria, and proposals
on this topic developed in the literature are presented. The chapter closes with an
overview of the book.

Optimality theory is used in this book to account for the syntax and semantics of
negation in a cross-linguistic perspective. This theoretical framework is introduced
in Chapter 2.

1.1 Negation in Logic and Language

The main aim of this book is to provide an account of the patterns of negation found
in natural language. The expression and interpretation of negation in natural lan-
guage have long fascinated philosophers, logicians, and linguists. Horn’s (1989)
A Natural History of Negation opens with the following statement: “All human
systems of communication contain a representation of negation. No animal com-
munication system includes negative utterances, and consequently, none possesses
a means for assigning truth value, for lying, for irony, or for coping with false or
contradictory statements.” A bit further on the first page, Horn states: “Despite the
simplicity of the one-place connective of propositional logic (—p is true if and only
if p is not true) and of the laws of inference in which it participates (e.g. the Law
of Double Negation: from ——p infer p, and vice versa), the form and function of
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negative statements in ordinary language are far from simple and transparent.
In particular, the absolute symmetry definable between affirmative and negative
propositions in logic is not reflected by a comparable symmetry in language structure
and language use.”

The scope of this book is more modest than Horn’s seminal study, but I will
nevertheless attempt to work out some of the issues highlighted by Horn. The focus
is on negation as a universal category of human language, with negation as the
marked member of the pair <affirmation, negation>, and as the unmarked member
of the pair <(single) negation, double negation>. Cross-linguistic variation in the
marking and interpretation of propositional negation and negative indefinites is
central to the investigation.

1.1.1 Markedness of Negation

The fact that all human languages establish a distinction between affirmative and
negative statements is the starting point of my investigation. The relation with animal
communication systems is investigated in de Swart (2009), where I draw implications
for language genesis from my study of negation in L2 acquisition. Modern studies on
animal cognition make it possible to assign a mental representation of (pre-logical)
negation to certain primates. Under the view that language evolved from thought, I
connect these findings to data from early L2 acquisition, and hypothesize a stepwise
evolution of negation, leading up to the truth-functional operator familiar from first-
order logic. These connections will not be discussed in this book, which assumes the
semantics of negation as defined in first-order logic. Negation will thus be analyzed
as a truth-functional operator represented by the connective .

The fact that negation is a universal concept of human communication does not
explain the asymmetry between affirmation and negation in natural language, as
Horn observes. In first-order logic, the propositions p and —p have the same status,
and we can go back and forth between ——p and p without any change in meaning.
Dahl (1979: 80) states that “although the semantics of Neg is connected with quite
a few intricate problems, it still seems possible to give a relatively uncontroversial
characterization of Neg in semantic terms. It is thus a necessary condition for some-
thing to be called Neg that it be a means for converting a sentence S, into another
sentence S, such that S, is true whenever S, is false, and vice versa.”

Dahl’s definition of negation as a linguistic operator operating on truth values
introduces an asymmetry between affirmation and negation. His definition is
inspired by the observation that in natural language, negative sentences (1b, c) typi-
cally involve expressions not present in affirmative sentences (1a). Double negation
sentences multiply the markings, and have a more complex structure than plain
affirmative sentences (1d).

(1) a. Colyn believes that Phil plays chess.
b.  Colyn believes that Phil does not play chess.
c.  Colyn does not believe that Phil plays chess.
d.  Colyn does not believe that Phil does not play chess.
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In first-order logic, sentences like (1a) and (1d) are expected to have the same
truth conditions. Negation in (1d) is truth-functional, but comes with a special com-
municative effect not present in (1a). The double negation of (1d) is known as the
rhetorical figure of litotes. Litotes is not particular to English. Xiao and McEnery
(2008) point out that the continuations of the Chinese example (2) in (2a) and (2b)
convey a different meaning.

(2) Shixiong bu xiang tomorrow leave but dad say-out-Asp
Shixiong SN want mingtian zou, keshi diedie shuo-chulai-le,
Shixiong did not want to leave the next day, but now that his dad had said so,
a. jiu gan ying
then dare agree
‘he dared to agree.’
b. jiu bugan buying
then SN dare SN agree
‘he did not dare not to agree.’

Pragmatic accounts of litotes are found in Horn (1989, 2001), van der Wouden
(1994, 1997), and Blutner (2004). Postal (2000, 2004) is also concerned with syn-
tactic and prosodic features of double negation in English. This book focuses on the
truth-functional effects of single and double negation. However, we should always
be aware of the fact that special prosody and syntactic restrictions, coupled with
non truth-functional aspects of meaning are an integrative part of the semantics of
double negation readings like (1d) and (2b).

As far as the expression of single negation meanings is concerned, I accept
Horn’s generalization that all natural languages have an expression for proposi-
tional negation. In all languages, this leads to a formal contrast between affirma-
tion (la) and negation (1b, c). Dahl (1979) takes negation to be a universal
category of natural language. Inspired by Saussure, the Prague linguistic school
developed a notion of markedness to deal with such asymmetries (Jakobson 1932,
1939, 1962, 1971). In a binary opposition, the unmarked term tends to be formally
less complex (often with zero realization). Greenberg (1966) has observed that
negation typically receives an overt expression, while affirmation usually has zero
expression. Givon (1979) argues that negative structures are syntactically more
constrained than their affirmative counterparts. The question arises whether we are
only dealing with a morphosyntactic asymmetry, or whether the formal asymmetry
is mirrored in interpretation. A semantic asymmetry is not supported by the stan-
dard interpretation of negation in (two-valued) first-order logic. However, Horn
(1989: 161 sqq) cites psycholinguistic evidence concerning the acquisition of
negation in L1 acquisition, and processing difficulties with negation as suggestive
evidence in favor of the semantic markedness of negation. Haspelmath (2006)
takes frequency asymmetries (rarity of meanings) to be the source of structural
asymmetries. In Chapter 3, I argue that the relative infrequency of negative state-
ments as compared to their affirmative counterparts makes it possible to derive the
formal markedness of negation in a bidirectional evolutionary OT model.

Markedness is a relative notion in the sense that we always talk about the
marked and unmarked members of a pair. Negation is the marked member of the
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pair <affirmation, negation>, but the unmarked member of the pair <(single)
negation, double negation>. This underlies the highly marked character of sen-
tences like (1d) and (2b), which is further supported by the special prosody and
syntactic restrictions associated with double negation (see above). The marked-
ness of double negation plays a crucial role in the argumentation developed in
Chapter 6.

1.1.2 Sentence Negation

There is little controversy about the characterization of sentences like those in (1b-d)
and (2b) as negative. However, as Horn (1989: 31 sqq) reminds us, it is not always
easy to draw the line between affirmative and negative sentences. Consider the pairs
of examples in (3) and (4).

(3) a. Mary did not manage to secure her job.
b. Mary failed to secure her job.

(4) a. Colyn is not happy.
b. Colyn is unhappy.

The different forms in (3) and (4) can be truthful descriptions of the same situation
with slightly different nuances of meaning. This highlights the impossibility of
characterizing (extra-linguistic) situations as either positive or negative.

Even if the discussion is restricted to negative sentences (linguistic expres-
sions) and negative meanings (semantic representations in terms of a particular
formalism such as first-order logic), it is not easy to determine whether sentences
like (3b) and (4b) are affirmative or negative in nature. Certain verbs contribute
an inherently negative meaning. Fail in (3b) patterns with deny, refuse, reject,
dissuade, doubt in this respect. Horn (1989: 522 sqq) treats inherent negation as
pragmatically more complex, because it relies on propositions evoked in earlier
discourse. The phenomenon of inherent negation, illustrated in (3b) is outside the
scope of this study.

Klima (1964) provides some diagnostics that come in useful in the distinction
between sentence negation and constituent negation relevant to (4). The (a) examples
in (5) and (6) pass the test for sentential negation; the (b) sentences contain constituent
negation.

(5) either vs. too tags:

a. Mary isn’t happy, and John isn’t happy either.

b. Mary is unhappy, and John is unhappy {*either/too}.
(6) positive vs. negative tag questions:

a. Itisn’t possible to solve that problem, is it?

b. Itis impossible to solve that problem, {#is it/isn’tit}?
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Additional tests have been proposed in the literature. Horn (1989: 185) warns that
the tests sometimes give conflicting results, so uncertainties remain. I will assume
here that it is possible to draw the line between sentence negation (4a) and constitu-
ent negation (4b). Chapter 6 (Section 1) comes back to affixal negation like un-
(4b), and shows that the special semantic and syntactic status of adjectives like
unhappy explains their interaction with negation particles such as not and negative
indefinites like nobody in double negation as well as negative concord languages.

Other than that, this book concentrates on sentence negation, as illustrated in
(1b-d), (2b), (3a), (4a), (5a) and (6a).

1.1.3 Square of Oppositions

Since Aristotle, it is customary to distinguish types of oppositions, and Horn (1989:
Chapter 1) discusses them extensively. Contrariety and contradiction both come into
play in the study of negation. Contrariety is a relation between two opposites,
e.g. good vs. bad. Contraries cannot both be true, but both can be false. For instance,
nothing can be good and bad at the same time, along the same dimension, but some-
thing can be neither good nor bad. Contradiction is a relation between members of a
pair such that it is necessary for one to be true and the other false. This phenomenon
is known as the ‘law of the excluded middle’. Negation and affirmation are contradic-
tions in this sense.

The notions of contradiction and contrariety come into play in the square of
oppositions for the first-order quantifiers exemplified in (7).

(7) a. All students are happy.
b. No students are happy.
c. Some student is happy.
d. Not all students are happy.

The pairsV/=V and 3/-3 are contradictories, because in any state of affairs, one
member of each must be true, and the other false. Propositions are opposed as contrar-
ies when both the affirmation and the denial are universal. V and -3 are contraries, as
indicated in Figure 1.

The contradiction between 3 and -3 will be central to the discussion of the sta-
tus of indefinites under negation (Sections 3-5), because there is no agreement on
the lexical semantics of negative indefinites in the literature. In fact, all four corners
of the square of oppositions in Figure 1 have been explored as the possible lexical
semantic representation of negative indefinites in some analysis or other. Fortunately,
there is no disagreement about the truth conditions at the sentence level. The litera-
ture agrees that propositions involving indefinites under negation are universal in
nature (involving V- or —3), as opposed to their affirmative, existential counter-
parts (involving 3).
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contraries — —1

contradictories

T

Figure 1 Square of oppositions for first-order quantifiers

3 -V

1.2 Negation in Typology and Diachronic Linguistics

In English, sentence negation is realized by a negative particle (1b-d), (3a), (4a). In
other languages, negative verbs express sentence negation. Payne (1985) provides
examples of negative verbs (8a) and auxiliary negative verbs (8b).!

(8) a. Na’e’ikaike ’alu’a Siale [Tongan]
ASP SN ASP go ABS Charlie
‘Charlie did not go.’
b. Bi dukuwiin-ma s-c3]-w duku-ra [Evenki]

I SN-PAST-1SG letter-oBJ write-PART

In (8a), the aspectual particle na’e bearing on the negative verb ’ikai represents
a complete and noncontinuing (simple past) action. The lexical verb ’alu
behaves like a complement clause verb. In (8b), the negative verb behaves like
an auxiliary followed by the participle form of the main verb. The negative verb
stem o- inflects for tense and mood. Negative verbs have been understudied in
linguistic theory, but see Mitchell (2006), Kaiser (2006) and Thomson (2006)
for studies of negative verbs in Finno-Ugric languages, Finnish, and Bengali
respectively.

Payne (1985) cites quite a few languages that use a negative verb. At the same
time, he points out that the majority of natural languages use some kind of negative
particle to express propositional negation. This book does not take negative verbs
as in (8) into account, but focuses on negation particles and negative indefinites.
Section 2 investigates the position of negation particles across languages. The study
of negative indefinites is closely intertwined with the issue of negative polarity and
negative concord, as worked out in Sections 3 and 4.

'Throughout this book, SN is used to gloss the marker of sentential negation, in order to avoid any
confusion with Neg-expressions, used as the technical term to refer to negative indefinites
(cf. Section 5 and Chapters 4 and 5 for more details).
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1.2.1 Preverbal and Postverbal Negation

Syntacticians and typologists have extensively studied the position of the negation
marker in the sentence. Greenberg (1966), Dahl (1979) and Dryer (1988, 2007)
provide well-known examples of such studies. The main issue discussed in the
literature concerns the position of negation with respect to the verb. The examples
in (9) and (10) illustrate the preverbal and postverbal position of negation in a range
of languages*:

(9) a. Maria non parla molto. [Ttalian]
Maria sN  talks much.
‘Maria doesn’t talk much.’
b. Nid oedd Sioned yn  gweithio. [formal Welsh]
SN be.iMPf.3sG Sioned PROG work
‘Sioned was not working.’
c. Tali ma: rah lidda: fire [Baghdad Arabic]
Ali sN went to the office
‘Ali didn’t go to the office.’
d. A vaga koy ba beng [Koromfe]
ART dog.sG det. NONHUMAN.SG SN cOme.PAST
‘The dog did not come.’
e. Mary does not talk much.

(10) a. Mariaa parla nen tant. [Piedmontese]

Maria cr talks SN much.
‘Maria doesn’t talk much.’

b. Maria spricht nicht viel. [German]
Maria talks s~ much.
‘Maria doesn’t talk much.’

c. Maria praat niet veel. [Dutch]
Maria talks SN much.
‘Maria doesn’t talk much.’

d. Mi-zok wi ndong na [Gbaya Kaka]
IsG-see person that SN
‘I do not see those people.’

In most languages, negation systematically either precedes (9) or follows (10) the verb.
English exemplifies a complex situation in which negation follows the auxiliary (4a),
(5a), (6a), but precedes the main verb. This motivates the construction of do-support
in sentences like (1b, ¢), (3a) and (9e) (cf. Chapter 3, Section 3 for an analysis).

>The Romance examples are from Zanuttini (1991, 1996). The Baghdad Arabic example is from
Payne (1985). The Welsh example is from Borsley and Jones (2005). The Koromfe example and
the Gbaya Kaka example are from Dryer (2007). Koromfe is a Niger-Congo language spoken in
Burkina-Fasso and Mali; Gbaya Kaka is a Niger-Congo language spoken in Cameroon.
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Dryer (1988) presents a systematic study of the placement of the marker of
sentential negation in relation to the three main clausal elements of subject (S),
object (O) and verb (V) in a worldwide sample of 345 languages. His results
indicate that SOV languages are most commonly either SOVNeg or SONegV.
NegSOV and SNegOV languages are infrequent. SVO languages are most com-
monly SNegVO, and V-initial languages are overwhelmingly NegV (i.e. NegVSO
or NegVOS).

The patterns of negation in relation to the S, V and O system of the language
are quite intriguing, but a full study of the placement of negation with respect to
these three elements is outside the scope of this book. The position of the nega-
tive particle in relation to the verb will be the focus of this investigation, because
this factor turns out to have important implications for the syntax—semantics
interface.

There is an overall tendency for the negative marker to precede the verb. Out
of 345 languages in the sample, Dryer (1988) finds that 227 (70%) place the
negation marker before the verb. The patterns of preverbal (9) and postverbal
negation (10) were first described by Jespersen (1917). Jespersen identifies a
strong tendency “to place the negative first, or at any rate as soon as possible,
very often immediately before the particular word to be negated (generally the
verb)” (Jespersen 1924: 4). Horn (1989: 292-293) uses the term NegFirst for this
tendency. NegFirst is motivated by communicative efficiency, i.e. to “put the
negative word or element as early as possible, so as to leave no doubt in the mind
of the hearer as to the purport of what is said” (Jespersen 1924: 297), quoted by
Horn (1989: 293).

Although many languages have a preverbal marker of sentential negation, the
examples in (10) indicate that NegFirst is not an absolute rule. In the OT system
developed in Chapter 3, NegFirst is defined as a violable constraint that interacts
with other constraints governing word order in the language. An opposing force
coming from information structure favors a position of new or focused information
late in the sentence (FocusLast). When this general tendency applies to negation, it
favors a postverbal position of negation, so it is in conflict with NegFirst. The OT
grammar of a language establishes a balance between these opposing tendencies in
terms of constraint ranking.

1.2.2 Discontinuous Negation

The patterns in (9) and (10) represent cases in which a language expresses propo-
sitional negation by means of a single negative marker. A small number of lan-
guages use so-called discontinuous negation. In such languages, negation is
expressed by two ‘bits’ of form, which appear in two different positions in the
sentence, as illustrated in (11). In such cases, SN appears twice in the gloss.
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(11) a. Ne bid he na geriht. [Old English]
SN is he sN righted
‘He is not/never set right (=forgiven)’

b. Elle ne vient pas. [written French]
She SN comes SN.
¢. Ni soniodd Sioned ddimam y digwyddiad. [formal Welsh]

SN mention.PAST.3sG Sioned SN about the event
‘Sioned did not talk about the event.’

d. Doedd Gwyn *(ddim) yn  cysgu. [informal Welsh]
NEG.be.IMPF.3sG Gwyn *(SN)  PROG sleep
‘Gwyn was not sleeping.’

e. baba wo-shiinai tapa u. [Kanakuru]
father sN-he drink tobacco sN
‘My father does not smoke tobacco.’

f. Haar suster het nie haar verjaarsdag vergeet nie. [Afrikaans]
Her sister has sN her birthday  forgotten SN
‘Her sister didn’t forget her birthday.’

Even though there are two markers in the syntax, there is only one negation in the
semantics, that is, all the sentences in (11) express a proposition of the form -p,
with p an atomic proposition. However, negation is expressed by two ‘bits’ of form,
one usually preceding the verb, the other following it, which is why I refer to it as
discontinuous negation. The two markers are often (11a—e), though not always
(11f), different lexical items.

The analysis of discontinuous negation raises important problems for the prin-
ciple of compositionality of meaning. This foundational principle states that the
meaning of a complex whole is a function of the meaning of its composing parts.
If a sentence contains two expressions contributing negation, the question arises as
to how to derive the single negation meaning of the sentences. The compositionality
problem surfaces with negative indefinites as well. The compositionality problem,
and possible solutions advanced in the literature, are discussed in more detail in
Sections 4 and 5.

Example (11a) is from Mazzon (2004: 27), who indicates that discontinuous
negation was a rather unstable phenomenon in the late Old English and Early Middle
English period. The written French example in (11b) illustrates the bleaching of the
preverbal ne to a co-negative, where the expressive force of negation is borne by the
postverbal negator pas (cf. Godard 2004 and references therein). Formal Welsh
reflects an older stage of the language in which the postverbal ddim is optional (11d)
(Borsley and Jones 2005). In informal Welsh, the preverbal particle has disappeared,
but it survives in an incorporated form in some verbs, such as oedd-doedd (11e).
Although the verb appears in a negative form, it is unable to express semantic nega-
tion, and the presence of the postverbal adverb ddim is obligatory.

Discontinuous negation is not restricted to languages spoken in Europe. (11e) is
cited as an example of discontinuous negation by Dryer (2007) in languages spoken
on the African continent.
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Typologically speaking, discontinuous negation does not occur in many languages,
and when it does, it is usually not very stable in a diachronic sense (Haspelmath
1997). Modern English does not have a discontinuous negation anymore. In spoken
French, preverbal ne is frequently dropped. In colloquial Welsh, the special negative
form of the verb is limited to a small number of lexical verbs. This book argues that
discontinuous negation is rare because it is uneconomical. Syntactically, discontinu-
ous negation is of course rather costly: why use two markers to express a single nega-
tion, if one could do the job? Economy plays an important role in the analysis, but
there are factors overruling economy in certain configurations.

Jespersen (1917) argues that discontinuous negation is a phase in a diachronic
process in which preverbal negation is gradually replaced by postverbal negation.
This process is commonly referred to as the ‘Jespersen cycle’.

1.2.3 The Jespersen Cycle

Jespersen formulates the diachronic pattern of negation as follows: “The history of
negative expressions in various languages makes us witness the following curious
fluctuation: the original negative adverb is first weakened, then found insufficient
and therefore strengthened, generally through some additional word, and this in
turn may be felt as the negative proper and may then in course of time be subject
to the same development as the original word’ (Jespersen 1917: 4), quoted by Horn
(1989: 452).

A few pages later, Jespersen adds: “Now, when the negative begins a sentence,
it is on account of that very position more liable than elsewhere to fall out, by the
phenomenon for which I venture to coin the term of prosiopesis (the opposite of
what has been termed of old aposiopesis): the speaker begins to articulate, or thinks
he begins to articulate, but produces no audible sound (either for want of expiration,
or because he does not put his vocal chords in the proper position) till one or two
syllables after the beginning of what he intended to say. (...) The interplay of these
tendencies — weakening and strengthening and protraction — will be seen to lead to
curiously similar, though in some respects different developments in Latin with its
continuation in French, in Scandinavian and in English” (Jespersen 1917: 6).

The trajectory of the Jespersen cycle is well documented for English (Horn
1989, Mazzon 2004, Wallage 2005, 2008), French (Bréal 1897/1900, Clarke 1904,
Tesniere 1959, Horn 1989, Godard 2004), Dutch/Flemish (Hoeksema 1997,
Zeijlstra 2004, Breitbarth and Haegeman 2008) and German (Jager 2008, Breitbarth,
to appear). Although Borsley and Jones (2005) do not describe it in these terms, it
is traceable for Welsh in their book.

Horn’s (1989: 455) summary of the English and French development is given in
Table 1. The preverbal negation ne in Old French is reinforced by the postverbal
marker pas, which leads to the discontinuous negation ne..pas in modern written
French. The discontinuous negation is currently giving way to a single postverbal
negation in spoken French, even in the higher registers (Ashby 1981, 2001).
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Table 1 Jespersen cycle in English and French

Old French Jeo ne dis Old English Ic ne secge
I sNsay I s~ say
Modern French Je ne dis pas Middle English Ic ne seye not
(written/standard) I SN say SN I sNsay sN
Modern French Je dis pas Early Modern I say not
(colloquial) I say sN English I say sN
Modern English I don’t say
I do sN say

In English, a similar development took place from the Old English preverbal
negation ne via the discontinuous pattern ne..not in Middle English to the postverbal
negation not in Early Modern English. Postverbal not, which originates from nawiht/
nogh/nahtet ‘nothing’, has taken over the negative force in this phase. The do-support
construction in Modern English signals a return to the preverbal position of negation,
and supports Jespersen’s view that the diachronic process is cyclic.

Chapter 3 provides an analysis of the Jespersen cycle in an optimality-theoretic
model. This approach can explain why economy is overruled in certain grammars.

1.2.4 Negative Indefinites

In logic as well as linguistics, the analysis of sentence negation is closely intertwined
with the treatment of quantifiers. If negation affects an indefinite in argument (12a)
or adjunct position (12b, c), negation may be incorporated into the indefinite in
languages like English.

(12) a. No one came.
—3x Came(x)
b. It never rains here.
-3t Rain(t)
c. The book was nowhere to be found.
—31 Be-Found(b, 1)

Of course, the functional architecture of the clause is quite different from that of the
nominal domain, so from a syntactic perspective, it may come as a surprise that
propositional negation may be realized on a pronoun like no one, nothing or an
adverb like never, nowhere. Semantically, sentences involving not and sentences
involving no one, never are variants on the expression of truth-functional negation.
Besides issues concerning the position and interpretation of the marker of sentential
negation, the status of pronouns and adverbs such as English no one, never, nowhere
in (12) is central to the syntax and semantics of negation. I borrow the terminology
from Haspelmath (1997) and Penka (2006, 2007), and characterize these expressions
as negative indefinites. I include temporal and spatial variables into the argument
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structure of lexical verbs in order to treat the cases in (12a-c) in the same way.
The predicate-logical translations given in (12) reflect the enriched view of argu-
ment structure adopted.

In Chapter 4, I refer to negative indefinites as Neg-expressions, and give this term
a precise theoretical status. The translations provided in (12) are straightforward, and
it seems sensible to treat expressions like no one as quantifiers, and assign them the
lexical semantics —3x. Further research reveals that the status of negative indefinites
in natural language is much more complex than the examples in (12) might suggest.
The lexical semantics one assigns to negative indefinites depends on one’s views on
negative polarity and negative concord. There is a wide range of proposals in the
literature, which are spelled out in Sections 3-5.

1.3 Negative Polarity

Under the definition advanced by van der Wouden (1994: 1), negative polarity items
are lexical elements with a restricted distribution: they occur in ‘negative’ contexts
only (where ‘negative’ includes more than sentential negation, see below). This sec-
tion discusses the status of negative polarity items as special indefinites occurring in
the scope of negation, and the issues raised by the study of polarity items in natural
language. The relation between negative polarity and negative concord will be
addressed in Section 4.

1.3.1 Negative Polarity Items as Special Indefinites

Many languages use a special form of the indefinite if it occurs in the scope of
negation. For propositional operators like negation or quantification, the semantic
scope is defined as the proposition to which the operator is prefixed. English is a
prime example of a language using so-called negative polarity items in negative
contexts. Compare the sentences in (13) and (14).

(13) a. 1did not buy something. [3-, *—d]
b. 1did not buy anything. [-3, *3-]
(14) a. Nobody saw something. [, *=3d]
b. Nobody saw anything. [-33, *3-3]

c. Nobody said anything to anyone.

Examples (13a) and (14a) are grammatical if the indefinite takes wide scope
over negation or the negative quantifier, but cannot be used to express the narrow
scope of the indefinite. (13b) and (14b) mirror (13a) and (14a) in that anything
obligatorily takes a narrow scope with respect to negation or the negative
quantifier.
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Support for the claim that a negative polarity item must be in the semantic scope
of negation comes from pairs of sentences such as (15) (from de Swart 1998b).

(15) a. Sue did not read a book by Chomsky.
b. Sue did not read any book by Chomsky.

(15a) is ambiguous depending on the scope of the negation operator with respect to
the existential quantifier introduced by the indefinite NP. The first-order representation
of the two readings of (15a) in (16) makes this explicit.

(16) a. —dx (Book-by-Chomsky(x) A Read(x)) Neg >3
b. dx (Book-by-Chomsky(x) A “Read(x)) 3> Neg

Expressions like the English anything are called ‘negative polarity items’, because
such items can only be felicitously used in contexts with a certain “negative” fla-
vor, and they always take a narrow scope with respect to their licensor (Ladusaw
1979). Accordingly, (15b) only has the interpretation in (16a). Items like the English
something are called ‘positive polarity items’, because they are allergic to negative
contexts, and want to be interpreted outside the scope of negation (Baker 1970).
Thus, (13a) only gets the reading akin to (16b). Not all indefinites are either positive
or negative polarity items: plain indefinites like the English a book are neither, as
illustrated by (15a).

Analyses of negative and positive polarity are offered by Ladusaw (1979, 1996),
Zwarts (1986, 1995, 1998), van der Wouden (1994, 1997), Szabolcsi (2004),
Giannakidou (1998, 1999, 2008) and others. This book does not address the phe-
nomenon of positive polarity as such, but is restricted to negative polarity, and more
particularly the relation between negative polarity items (NPIs) and negative indefi-
nites (Neg-expressions).

Negative polarity items occur in a wider range of contexts than just negation, as
emphasized by Ladusaw (1979, 1996).

(17) a. If you saw anything, please tell the police.
b. Did anyone notice anything unusual?
c. Few commuters ever take the train to work.

The examples in (17) illustrate that NPIs such as anything do not inherently carry
a negative meaning. Rather they have existential force, with some additional
meaning component characterized as ‘widening’ of a set of alternatives by
Kadmon and Landman (1993), and Lahiri (1995, 1998), as indicating the bottom
of a scale by Fauconnier (1975, 1979), Linebarger (1980, 1987), Krifka (1995),
Israel (1996), and de Swart (1998b), as sensitive to scalar implicatures by
Chierchia (2006), or to a non-deictic interpretation of the variable (Giannakidou
2008).

This meaning is particularly strong in so-called ‘minimizers’, i.e. indications of
a small quantity that function as the bottom of the scale. The sentences in (18) have
a strong idiomatic flavor. Their affirmative counterparts in (18a’) and (18b’) are not
ungrammatical, but have a literal meaning only. The truth conditions in (16) only
spell out the existential import of the negative polarity item.
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(18) a. He didn’t lift a finger to help me.

#He lifted a finger to help me.

c. Nobody had a red cent.

b’. #Everybody had a red cent.

c. Every restaurant that charges so much as a dime for iceberg lettuce ought
to be closed down.

¢’. #Some restaurant that charges so much as a dime for iceberg lettuce
ought to be closed down.

Negative polarity items are found in a wide range of languages. Zwarts (1986) stud-
ied negative polarity early on for Dutch, cf. also van der Wouden (1994, 1997), from
whom the examples in (19) are taken. Haspelmath (1997: 193, 215) provides exam-
ples of negative polarity items from Basque (20) and Swedish (21) (cf. Laka 1990
for more on Basque). The Mandarin Chinese example in (22) is from Xiao and
McEnery (2008).

(19) a. Geen monnik zal ook maar iets bereiken. [Dutch]
No monk will NPI something achieve
‘No monk will achieve anything.’
b. Weinig monniken kunnen vader abt  uitstaan
Few monks can  father abbot stand
‘Few monks can stand father abbot.’
(20) Ez dut inor ikusi. [Basque]
SN I:have:him anybody seen.
‘I haven’t seen anybody.’
(21) Jahar inte sett ndgon. [Swedish]
I have sN seen anybody.
I have not seen anybody.’
(22) zhe bing bu yewei-zhe women jiang jujue [Mandarin Chinese]
this actually SN mean-Asp we will refuse
xiang renheren chushou renhe dongxi
to  anyone sell any thing
“This does not mean that we will refuse to sell anything to anyone.’

Section 3.2 provides additional examples from Hindi. Negative polarity is not
restricted to the nominal domain, as the examples in (23) show.

(23) a. She doesn’t have a car yet.

b. This is the cleverest idea I have seen in years.

c. I could stand it no more.

d. Hij hoeft zijn huis niet te verkopen. [Dutch]
He needs his house sN  to sell
‘He doesn’t need to sell his house.’

e. Danieln’a  pas du tout aimé le concert. [French]
Daniel sN has s of all  liked the concert
‘Daniel didn’t like the concert at all.’
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The examples in (23) indicate that negative polarity items also live in the adverbial
and the verbal domain (cf. Hoeksema 1994, 2005, Tovena, Déprez and Jayez 2004).

1.3.2 Issues in the Study of Negative Polarity Items

For Ladusaw (1996), the study of negative polarity items raises three important
issues: the question of the licensee, the question of the licensor, and the question of
the licensing relation.’ The term licensee refers to the lexical items used as NPIs.
As illustrated in Section 3.1, a variety of expressions can behave like an NPI.
A large class of NPIs involves minimizers such as [lift a finger and have a red cent,
the lexical semantics of which has been studied by Fauconnier (1975, 1979), Krifka
(1995), Israel (1996), and others. Additive particles have been studied by Rullmann
(2003) and Giannikidou (2008). Other categories of NPIs have been studied by Jack
Hoeksema in a large ongoing corpus research of Dutch polarity items (cf. Hoeksema
2000, 2002, 2005, Rullmann and Hoeksema 2001 and references therein). In the
remainder of this section, and in this book, I will be concerned only with pronominal
and adverbial indefinites, such as the English anything, anywhere.

The question of the licensor involves the contexts in which NPIs are felicitous.
The literature has shown that a wide range of expressions license NPIs, as exemplified
in (13, 14, 17). Licensors generally create a downward entailing context (13, 14, 17a,
¢, 19) (Ladusaw 1979, Zwarts 1986, van der Wouden 1994, 1997) or a non-veridical
context (17b) (Zwarts 1995, Giannakidou 1997, 1998, 1999, 2008). Non-veridical
operators such as question operators block the inference from Op(p) to p, according
to the definition in (24). Downward entailing operators such as nobody, few students,
at most five children allow inferences to smaller sets, as observed in generalized
quantifier theory (Barwise and Cooper 1981) (25).*

(24) An operator Op is veridical if and only if Op(p) — p.
An operator is non-veridical if and only if it is not veridical.
a. Itis possible that Jane is coming. —/— Jane is coming.
b. Jane is not coming. —/— Jane is coming.
c. Is Jane coming? —/— Jane is coming.
(25) An operator Op is downward entailing if and only if Op(A) is true, and A’
A, implies that Op(A’) is true as well.
a. Nobody read a book. — Nobody read a book by Chomsky.
b. At most five children ate vegetables. — At most five children ate carrots.

3Ladusaw (1996), Krifka (1995), Chierchia (2006) and Giannakidou (2008) are also concerned
with the status question: are sentences in which NPIs are not properly licensed ungrammatical,
semantically ill-formed or pragmatically infelicitous? This issue is tangential to my concerns, so
I refer the reader to the relevant literature for further discussion.

4De Swart (1998a: Chapter 7) offers an introduction to generalized quantifier theory.
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A subset of the set of downward entailing operators has the property of anti-
additivity. Anti-additivity is defined as in (26) (Barwise and Cooper 1981, Zwarts
1986, van der Wouden 1994, 1997).

(26) An operator Op is anti-additive if and only if Op(A) and Op(B) is equivalent
to Op(A or B).
a. Nobody danced and nobody sang. <> Nobody sang or danced.
b. She never calls and she never writes <> She never calls or writes.
c. Jane did not dance and Jane did not sing. <> Jane did not dance or sing.

van der Wouden (1994, 1997) defines ‘medium’ negative polarity items as expressions
that require an anti-additive licensor. The Dutch NPI ook maar is an example (27a, b).
‘Weak’ NPIs such as kunnen uitstaan are also licensed by downward entailing operators
(27c, d).

(27) a. *Weinig monniken zullen ook maar iets bereiken. [Dutch]
Few monks  will NPI something achieve
‘Few monks will achieve anything.’

b. Geen monnik zal ook maar iets bereiken.
No monk will NPI something achieve
‘No monk will achieve anything.’

c. Weinig monniken kunnen vader abt uitstaan.
Few monks can  father abbot stand
‘Few monks can stand father abbot.’

d. Niemand kan de schoolmeester uitstaan.
Nobody can the schoolmaster stand
‘Nobody can stand the schoolmaster.’

van der Wouden (1994, 1997) distinguishes a third class of ‘strong’ NPIs, which are
exclusively licensed by antimorphic operators. The class of antimorphic operators
includes sentential negation (not), but not negative indefinites (nobody):

(28) An operator Op is antimorphic if and only if Op(A) and Op(B) is equivalent
to Op(A or B) and Op(A) or Op(B) is equivalent to Op(A and B):
a. Jane did not dance and Jane did not sing. <> Jane did not dance or sing.
b. Jane did not dance or Jane did not sing. <> Jane did not (both) dance
and sing.

Strong NPIs co occur with clausemate negation only, as illustrated by the following
examples from Dutch (van der Wouden 1994).

(29) a. Hetis niet pluis in Leeuwarden. [Dutch]
‘It is not safe in Leeuwarden.’
b. *Het is nooit pluis in Leeuwarden.
‘It is never safe in Leeuwarden.’

The contrasts in (27) and (29) illustrate that negative polarity items are sensitive
to different degrees of negativity, and that these degrees correspond with well-
defined properties from generalized quantifier theory. Similar classes of polarity
items are definable for German (Zwarts 1995) and Greek (Giannakidou 2008), so
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there is cross-linguistic support for the distinction between weak, medium and
strong NPIs.

So far, it has been established that negative polarity items need to be licensed by
an operator with particular semantic properties in a particular context.’ However,
NPIs and licensors cannot be related in just any syntactic configuration. An important
syntactic constraint on the licensing relation is that negative polarity items gener-
ally have to occur in the c-command domain of their licensor.® The NPI is then in
the direct scope of its licensor (Linebarger 1987). The definition of direct scope is
in (30) (Szabolcsi 1997).

(30) An expression a has direct scope over an expression b, if and only if b is in the
semantic scope of a, and a c-commands b in the syntactic structure.

The requirement on direct scope implies that syntax and semantics converge. The
requirement on direct scope is visible in the contrasts in (31)—(34) (from de Swart
1998b, with observations going back to Klima 1964 and Ladusaw 1979).

(31) a. Phil did not say anything to me.
b. *Anyone did not talk to me.
(32) a. No one said anything to me.
b. *Anyone said nothing to me.
(33) a. Didn’t anybody come?
b. *Anybody didn’t come.
(34) a. Phil would not give me anything.
b. *Anything Phil would not give me.

SPotential counterexamples to this claim are expressions like English less, squat and German
einen Dreck, which optionally allow the construction without a marker of negation, as illustrated
in (1)—(iii):
(i) I could/couldn’t care less.
(ii) Frida knows/doesn’t know diddly squat about physics.
(iii) Das geht dir keinen/ einen Dreck an. [German]
That concerns you no/ a bit  to.
‘That doesn’t concern you one bit.’

The status of these expressions and their relation to n-words in the Jespersen cycle is under scrutiny
in the current literature. Squat is discussed by Postal (2000, 2004), einen Dreck by Richter and
Sailer (2006). Thanks to an anonymous reviewer for drawing my attention to the relevance of
these examples for the discussion at hand.

®A node a c-commands another node b in the syntactic tree if and only if every branching node
dominating a also dominates b. Instead of imposing a configurational restriction on direct scope,
it is also possible to define constraints on lists of argument structures in a lexalist theory such as
HPSG (cf. Sag, Wasow and Bender 2003). The result is essentially the same. I use the configurational
definition here, because tree-like representations are probably familiar to the reader. I don’t adopt
a formal theory of syntax in this book. What I mean with ‘syntactic structure’ is some version of
surface-oriented syntax. The HPSG analysis advanced in Chapter 4 relies on argument structure
and feature sharing. Crucially, movement, invisible syntactic structures (either ‘deep structure’ or
‘logical form’), or empty categories are not assumed anywhere in the analysis (cf. Section 5
for discussion).
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In English, the marker of sentential negation c-commands the direct object, but not
the subject, so (31a) is fine, but (31b) is ungrammatical. The subject c-commands
the direct object, but not vice versa, so (32a) is well-formed, but (32b) is ungram-
matical. Question formation in English comes with a configuration in which
negation c-commands the subject in the syntactic structure, so the grammaticality of
(33a) contrasts with the infelicity of (33b). Object preposing brings the NPI outside
of the c-command domain of negation, so (34b) is ill-formed, while (34a) is fine.
Similar data have been discussed for Dutch (van der Wouden 1994) and French
(Tovena, Déprez and Jayez 2004).

Exceptions to the direct scope constraint involve embedding of the NPI in a
constituent that itself takes narrow scope with respect to negation, as in (35), cf. de
Swart (1998b) for English and Dutch, going back to work by Uribe-Etxebarria
(1994), Linebarger (1980, 1987). Tovena, Déprez and Jayez (2004) discuss this for
French.

(35) a. That he had stolen anything was never proven.
b. A doctor who knew anything about acupuncture was not available.
c. Qu’il s’intéresse au moindre étudiant, ¢a me surprendrait. [French]
‘That he cares for the least student, it would surprise me.’
d. Un méd ecin ayant la moindre connaissance de 1’acupuncture se révéla
impossible a trouver.
‘A doctor with any knowledge of acupuncture was impossible to find.’

de Swart (1998b) offers an account of such exceptions through pragmatic
reasoning involving scalar implicatures.

Apart from these special cases, the direct scope constraint is valid for English,
and a wide range of other languages. However, it is not universal.” In Old English,
indefinites could precede the preverbal negation ne without a problem, as illustrated
by examples (36) from Mazzon (2004: 39).

(36) a. pxthi @fre on wnine man curs ne settan [Old English]
that they ever on any  man curse SN lay
‘that they ever on any man curse not lay’
b. Angum ne meg se creft losian.
anyone SN may his craft loose
‘anyone not may the skill abandon’

Vasishth (2000, 2002) makes similar observations for Hindi (cf. also Lahiri 1995,
1998). Lahiri and Vasishth demonstrate that sentences like (37) exemplify nega-
tive polarity, not negative concord. Lahiri provides an account of NPI licensing
in terms of implicatures, Vasishth exploits a multimodal categorial grammar
framework.

"Modal verbs frequently escape the restriction to c-command, as already illustrated in (23c,d)
above, but the discussion in this section focuses on indefinites, so I will not pursue this issue.
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(37) a. Koi-bhii nahii aayaa [Hindi]
Anybody SN came
‘Nobody came.’
b. Koi-bhii nahii khaat-aa th-aa sabzii

Anyone SN  eat.IMP.MASC be.PAST.MASC vegetables
‘No one used to eat vegetables.’

As we will see in Section 4, the direct scope requirement is used as a diagnostic to
distinguish negative polarity items from n-words. The examples in (36), (37) show
that this criterion is not infallible, but it works in many languages.

A full study of NPIs, their licensing conditions, and their cross-linguistic behavior
is outside the scope of this book. However, the notion of negative polarity comes into
play in the discussion of negative concord, as will become obvious in Section 4.

1.4 Negative Concord: Observations and Issues

Negative concord and negative polarity are two versions of the phenomenon of
special indefinites interpreted in the scope of negation (cf. also Chapter 4). This
section investigates similarities and differences between the two phenomena, and
discusses analyses of negative concord that have been advanced in the literature.

Section 5 develops the compositional semantics of double negation and negative
concord languages that constitutes the foundation of this book. Subclasses of nega-
tive concord languages are defined in Section 6 on the basis of their interaction with
the marker of sentential negation.

1.4.1 Negative Polarity and Negative Concord

Negative polarity and negative concord are closely related phenomena. The Italian
example (38a) (from Haegeman and Zanuttini 1996) is a direct counterpart of the
English (38b).3

(38) a. Non ho visto nessuno. [Ttalian]
SN has seen nobody.
‘I haven’t seen anybody.’
b. Thaven’t seen anybody. [English]
c. —dx See(d, x)

In the context of (38a), it is tempting to analyze nessuno as a negative polarity item
on a par with English anybody. The identification with anybody would suggest that

8 Nessuno is not glossed as ‘anybody’, but as ‘nobody’, in anticipation of the analysis to be devel-
oped in Section 5.
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nessuno gets an interpretation in terms of existential quantification (3). Function
application would provide the desired truth conditions of both (38a) and (38b),
spelled out in terms of the first-order logical formula (38c). However, other examples
raise problems for this view.

Haegeman and Zanuttini (1996) show that nessuno can be the sole expression of
negation in the sentence (39a). Example (39b) is ungrammatical, because the licensor
of anybody is missing. Example (39¢) is ungrammatical, because the licensor is not
c-commanding the NPI. The appropriate translation of (39a) requires the use of
nobody in (39d).

(39) a. Nessuno ha telefonato. [Ttalian]
Nobody has called
‘Nobody has called.’
—3x Call(x)
b. *Anybody has called. [English]

c. *Anybody has not called.
d. Nobody has called.

The contrast between (38) and (39) indicates that nessuno seems to mean ‘anybody’
in some contexts, and ‘nobody’ in others. In sentences that combine two negative
indefinites, the first one seems to behave like ‘nobody’, and the second one like
‘anyone’. This is illustrated for the combination of nessuno (‘nobody’) and niente
(‘nothing’) in (40).

(40) a. Nessuno ha detto niente. [Ttalian]
Nobody has said nothing.
‘Nobody has said anything.’
—3x3Jy Say(x,y)

b. *Anybody has said anything.
Nobody has said anything.
d. #Nobody has said nothing.
—3x—-Jy Say(x,y)

e

Example (40a) expresses a single negation, even though the combination of nessuno
and niente involves two formally negative expressions, which can have negative
interpretations in contexts like (40a). The English translation (40c) involves the
combination of a negative indefinite and a negative polarity item. The combination
of two negative polarity items in (40b) is ungrammatical, because there is no licensor
for the NPIs (cf. Section 3). The combination of two negative indefinites in (40d)
is not ungrammatical, but the sentence does not have the same meaning as (40a): it
conveys double, rather than single negation.

The pattern exemplified for Italian in (38)—(40) has been well described in the
literature. Jespersen (1917) dubs the phenomenon double negation, Klima (1964)
calls it neg-incorporation, and Labov (1972) proposes a negative attraction rule. Most
current linguistic literature uses the term negative concord for cases where multiple
occurrences of negation and indefinite pronouns that appear to be negative express
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a single negation, and I will follow this use. The indefinite pronouns participating
in negative concord are termed n-words, following Laka (1990).

Negative concord is a widespread phenomenon in natural language, as Haspelmath
(1997) observes. It is found in Romance, Slavic, Greek, Hungarian, nonstandard English,
(West) Flemish, Afrikaans, Japanese and elsewhere. The literature concerning negative
concord is quite extensive. A wide range of observations and proposals is presented in
this chapter and in the rest of the book. For starters, Section 4.2 focuses on the distri-
butional criteria that draw the line between negative polarity and negative concord.

1.4.2 Distributional Criteria

It is sometimes difficult to distinguish between NPIs and n-words in a language.
Three distributional criteria have been advanced to separate the two classes at a
descriptive level. Theoretical implications of these empirical observations are discussed
in the following subsections.

One criterion used to distinguish between NPIs and n-words is based on the
observation that n-words are strictly limited to anti-additive environments, whereas
weak NPIs typically occur in a wider set of downward entailing or non-veridical
contexts (cf. Section 3). In some cases, the n-word is infelicitous in environments
where the NPI is licensed, as illustrated for Greek foo-clauses and conditionals in
(41) and (42) (from Giannakidou 1998, 2000) and for Japanese questions in (43)
(from Watanabe 2004).

(41) T Ilektra ine poli kurasmenija na milisi se kanenan/¥*KANENAN.

the Electra be.3sG very tired for suss talk.3sG to anyone/ no one.
‘Electra is too tired to talk to anybody.’ [Greek]
(42) a. An dhis tin Ilektra puthena/* PUTHENA, [Greek]
If see.2sG the Electra anywhere/nowhere
na tis pis na me perimeni.

SUBJ her say.2sG SUBJ me wait.3sG
‘If you see Electra anywhere, tell her to wait for me.’

b. Aneleje  LEKSIL tha ton skotona.
if said.3sG word FUT him kill.1sG
If he had said a word, I would have killed him.

(43) *Nani-mo mi-mashi-ta  ka? [Japanese]
what-mo see-polite-PAST Q
Intended meaning: did you see anything?

The occurrence of the emphatic n-word purTHENA in the if-clause of the conditional
in (42a) is labeled as ungrammatical, whereas the non-emphatic NPI puthena gets
an existential interpretation. Note that the emphatic minimizer Leks in (42b) gets a
non-negative interpretation on a par with the NPI in (42a) (translation provided by
Giannakidou 1998).
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In these cases, there are grammaticality contrasts. In other cases, the NPI and the
n-word lead to different interpretations. The contrast between the French n-word
rien in (44a) versus the NPI quoi que ce soit in (44b) in the antecedent of a condi-
tional shows that the NPI leads to an existential interpretation, whereas the n-word
is interpreted as negative (examples from Corblin et al. 2004).

(44) a. S’il nedit rien, il doit soumettre ses devoirs par écrit.
If he SN says nothing, he must submit  his homeworks in writing
‘If he says nothing, he must submit his homework in writing.’
b. Si quoi que ce soit vous dérange, faites-le nous savoir.
If what that it be.suBJ you disturbs, make it us know
‘If anything at all bothers you, tell us.’

The antecedent of a conditional is a downward entailing environment (pace von Fintel
1999, Giannakidou 2007) in which the NPI quoi que ce soit is licensed, and is inter-
preted as an existential quantifier (44b) (cf. also 42 and Section 3). However, if the
n-word rien occurs in this environment, it behaves like a negative quantifier similar
to the English nobody rather than like an existentially quantified indefinite (44a).

This criterion is helpful to distinguish n-words from weak NPIs, but it does not
apply to medium or strong NPIs, which require an anti-additive and an anti-morphic
licensor respectively (cf. Section 3.2). In order to distinguish these NPIs from
n-words, other criteria are called for.

The second criterion used to distinguish n-words and NPIs concerns differences
in licensing configurations. Section 3 established the licensing condition for NPIs,
implying that they need to appear in the context of a licensor with the appropriate
semantic properties. N-words on the other hand can appear in the context of another
n-word or the marker of sentential negation, but they do not have to. They are ‘self-
licensing’ in the terminology of Ladusaw (1992).

The Italian data introduced in Section 4.1 illustrate the difference in licensing
properties between n-words and NPIs. The n-word nessuno occurs in the c-command
domain of the negation marker in (38a), but is felicitously used in the absence of a
licensor in (39a). The infelicity of anybody in the English translation in (39b) shows
that an NPI cannot be licensed in this configuration. In (39a), the n-word niente in
object position is licensed by the n-word nessuno in subject position, but nothing
licenses the n-word in subject position. The unacceptability of (40b) indicates that
NPIs are not licensed in this configuration. Recall that it would not help to insert a
negation marker (39c), for the NPI has to be in the direct scope of its licensor (cf.
examples 31-34 in Section 3).

In languages such as Italian, we can see the ‘self-licensing’ nature of n-words at
work in examples like (39a) and (40a), where no licensor is available for the n-word
in subject position. The ‘self-licensing’ nature of n-words is harder to illustrate in
languages in which a marker of sentential negation is obligatorily present in all
sentences containing an n-word. Such languages are labeled ‘strict’ negative concord
languages by Giannakidou (1998), and are opposed to the ‘nonstrict’ variety of nega-
tive concord found in Italian (see Section 6 for more discussion of the various negative
concord systems).
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Given that the negation marker is always present in sentences containing an
n-word, configurations like (39a), (40a) are not found in strict negative concord
languages. This leads Giannakidou (2008) to maintain the identification of n-words
in these languages with ‘strong’ NPIs. Recall that strong NPIs are exclusively
licensed by antimorphic operators such as sentential negation. However, even in
these languages, NPIs and n-words display distributional differences. In particular,
n-words are felicitous in preverbal subject position, or other positions that are outside
the c-command domain of negation, but NPIs are not.

As Zeijlstra (2004: 220-222) points out, it is problematic to analyze n-words as
NPIs, when they occur in positions at which other NPIs are banned. Thus the felicitous
use of a French or Catalan n-word in subject position (46a, 47a) and the appearance
of a Greek n-word in a topicalized preverbal object position (45a) support the view
that n-words are not to be identified with NPIs.’

(45) a. KANENAN dhen idha. [Greek]
Nobody SN saw.ISG
‘I saw nobody.’
b. *Kanenan dhen idha.
Anybody SN  saw.ISG
(46) a. Personne n’est venu. [French]
Nobody sN has come
‘Nobody came.’
b. *Qui que ce soit n’est (pas) venu.
Anybody SN has (SN) come
(47) a. No funcionen gaires coses. [Catalan]
SN 3PL-work many things
‘There aren’t many things working.’
b. *QGaires coses (no) funcionen.
c. Res (no) funciona.
nothing SN 38G-work
‘Nothing works.’

Kanenan, qui que ce soit and gaires are NPIs that are blocked from the prever-
bal position, because they are not in the direct scope of negation (45b, 46b,
47b).

In Greek, the distinction between NPIs and n-words is related to stress. The emphatic
(capitalized) counterpart KANENAN functions as an n-word that appears felicitously in
a topicalized preverbal position (45a). In French and Catalan, stress does not play
a role, but NPIs and n-words belong to different classes of lexical items. The con-
trast between NPIs and n-words is repeated in (46) for the French n-word personne
in preverbal subject position versus the NPI qui que ce soit, and in (47) for the
Catalan n-word res as opposed to the NPI gaires coses (47c¢).

°The Greek data are from Giannakidou (1998); the Catalan examples are from Vallduvi (1994).
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As pointed out in Section 3, there are some exceptions to the constraint that NPIs
have to be in the direct scope of their licensor, so we have to be careful. But in many
languages (including Greek, French, Catalan), the presence of an item in preverbal
subject position or in a topicalized preverbal position can be used to determine its
status as an NPI or as an n-word, and the contrasts in (45)—(47) illustrate how this
can be used as a criterion. An analysis that maintains the view of n-words as NPIs
needs to provide a special account of the contrasts in (45)—(47). Giannakidou
(2000, 2006) provides such an analysis, but the discussion of her ideas is postponed
until Section 4.4.

The third and last criterion used to distinguish NPIs from n-words concerns
fragment answers to questions (Ladusaw 1992, Vallduvi 1994, Bernini and Ramat
1996, Haspelmath 1997). In languages like English, negative quantifiers (noth-
ing) constitute fragment answers with a negative meaning, but NPIs (anything) do
not (48).

(48) Q: What did he say? A: Nothing
* Anything
*(not) a word

N-words are ‘self-licensing’ in Ladusaw’s terminology, because they constitute a
well-formed fragment question to a question, and convey a negative meaning, just
like negative quantifiers like nobody in English. NPIs are not felicitous in elided
contexts, because the licensor is missing. In order to maintain the view that n-words
are NPIs, a special analysis of fragment answers is called for, which distinguishes
between nothing and anything in a different way (see Section 4.5 for a proposal,
and critical discussion).

The examples in (49) through (55) illustrate the contrast between n-words
and NPIs with examples from Giannakidou (1998) for Greek, Herburger (2001)
for Spanish, Watanabe (2004) for Japanese, Przepiérkowski and Kups¢ (1999)
for Polish, Progovac (1994) for Serbo-Croatian, and Haspelmath (1997) for
Hindi.

(49) Q: Qu’est-ce que tu as vu? A: Rien. [French]
What did you see? Nothing
(50) Q: Quién viste? A: A nadie. [Spanish]
Whom saw.2SG Nobody
‘Who did you see?’ A: *A un alma
A soul
(51) Q: Pjon ihes? A: KANENAN [Greek]
Who did you see? Nobody
A: *kanenan
Anybody
(52) Q: Nani-o mita no? A: Nani-mo [Japanese]
what-Acc saw Q what-o

‘What did you see?’ ‘Nothing’
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(53) Q: Kto pomégt Tomkowi?  A: Nikt. [Polish]
who-NOM helped Tom-DAT nobody-NOM
‘Who helped Tom?’ ‘Nobody.’

(54) Q: Koga Milan voli? A: Ni(t)koga [Serbo-Croatian]
who Milan loves no one.ACC
‘Who does Milan love?’ ‘Nobody’

(55) Q:raam-ne kyaa khaayaa? A: *kuch bhii. [Hindi]
Ram-ERG what ate anything
‘What did Ram eat?’

As Haspelmath (1997: 198) observes, this criterion is not always decisive. The
felicity of an expression in fragment answers does not exclude the possibility that
the n-word behaves like an NPI in other contexts. The examples in (59) below
illustrate this for Italian.

Furthermore, according to Giannakidou (1998), Greek emphatic bare singulars
that behave like minimizers are used as fragment answers with a negative meaning,
as illustrated in (56).'°

(56) Q:1Ipe tipota i Ilectra oloto vradi? [Greek]
said.3sG anything the Electra all the evening
‘Did Electra say anything all evening?’
A: LEKsI
word
‘Not a word.’

In general however, fragment answers provide a clear distributional difference
between NPIs and n-words, as illustrated by the systematic contrasts in (49)—(55).
The implications of these data for the theory of negative polarity and negative concord
are discussed in Section 4.5.

Two further differences between NPIs and n-words have been pointed out in the
literature. First, unlike negative polarity licensing, negative concord is a clause-
bound phenomenon. Second, the combination of an n-word with morphological
negation (as in unable, impossible) is not an instance of negative concord, but leads
to double negation readings. Both issues are treated in Chapter 6 (Sections 1 and 2).
Chapter 4 (Section 5) exploits the contrast between clause-bound negative concord
and long distance NPI licensing to account for the distribution of n-words in Serbo-
Croation and Hungarian.

Linguists generally agree on the empirical differences between NPIs and n-words
outlined in this section. There is much less agreement on the implications of these
observations for the analysis of the range of expressions under consideration, in
particular when it comes to the quantificational status of n-words. This debate is
presented in Sections 4.3 and 4.4.

0Not all native speakers agree with Giannakidou’s judgments, but further discussion of these data
is postponed until Section 4.5.
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1.4.3 The Quantificational Status of N-words

The data presented in Sections 4.1 and 4.2 highlight the difficult issue of the quantifi-
cational status of n-words. The problem of negative concord is usually defined at
the syntax-semantics interface.!!

Semantic theories are founded on the principle of compositionality of meaning.
The principle of compositionality of meaning defines the meaning of a complex
whole as a function of the meaning of its component parts and the way they are put
together. The analysis of negative concord thus requires a lexical semantics of the
n-word as well as an integration of the semantic contribution of the n-word into the
meaning of the sentence as a whole. This requires any theory of negative concord
to make choices in the lexical and compositional semantic toolkit as well as the
syntactic set-up.

As far as the syntax is concerned, the pertinent question is how much ‘underlying’
or ‘logical’ structure the analysis appeals to. As far as the compositional semantic
toolkit is concerned, the main decision to make is whether to remain strictly at a
first-order level, or whether to allow second order operations from generalized
quantifier theory. The remainder of this chapter will make it clear that theories
mostly differ on these two points.

Suppose that first-order logic is to function as the tool to describe the meaning
of a natural language sentence. First-order logic offers an inventory of predicates,
individual arguments, connectives and quantifiers, and uses function application as
the standard mode of composition. Function application implies that constructions
of predication and quantification are built up by relating expressions as functors
that apply to arguments. Regular indefinites are commonly translated in terms of
the existential quantifier 3 in first-order logic (57a). For negative polarity items,
such as the English anything, a representation in terms of existential quantification
is also in order (57b) (cf. also Section 3).

(57) a. Someone came in late.
dx Came-Late(x)
b. Nobody said anything.
—3x3y Say(x,y)

For n-words, a compositional interpretation in first-order logic is less straightforward.
Consider the Italian patterns in (38)—(40) again, repeated here in (58).

(58) a. Nonho visto nessuno. [Ttalian]
SN has seen nobody
‘I haven’t seen anybody.’
—3x See(], x)

""Tubau (2008) is an exception: she focuses on syntax—morphology interface conditions on the
expression of negation. Her study does not pay much attention to the interpretive issues which are
central to this book, though.
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b. Nessuno ha telefonato.
Nobody has called
‘Nobody has called.’

—3x Call(x)

c. Nessuno ha detto niente.
Nobody has said nothing
‘Nobody has said anything.’
—3x3Jy Say(x,y)

Everyone agrees on the meaning of these sentences, and it is easy to spell out their
truth conditions in first-order logic. However, it is hard to see what lexical seman-
tics to assign to the n-word in order to compositionally arrive at the semantics of
the sentence as a whole. As observed in Section 4.1, it seems that n-words should
sometimes be translated in terms of the existential quantifier 3 (nessuno in 58a, and
niente in 58¢), and sometimes in terms of =3 (nessuno in 58b, 58c). As pointed out
by Zeijlstra (2004), this is a highly problematic outcome because of the relation of
contradiction between these two quantifiers (cf. Figure 1 in Section 1).

The question to be addressed is then the following. If (58a—c) is interpreted in
terms of first-order logic with negation, universal/existential quantification, and
function application serves as the mode of composition, what is the lexical semantics
of n-words like nessuno and niente that needs to be adopted in order to derive the
desired truth conditions? In principle, there are three possible answers to this
question: n-words can be existential, universal or negative. All three options have
been defended in the literature, and it has also been proposed that n-words can be
ambiguous between two or more of these meanings.

The remainder of this section describes the view that n-words are existential in
nature. Section 4.4 discusses proposals involving lexical ambiguities. A crucial argu-
ment in the debate is provided by fragment answers, as already anticipated in Section
4.2. Therefore, Section 4.5 is devoted to the status of fragment answers in a theory of
polarity and negative concord. The conclusion to Section 4 will be that n-words are
inherently negative. In line with that conclusion, Section 5 develops a compositional
semantics of double negation and negative concord based on the lexical semantics of
negative quantifiers (such as the English nobody) and n-words (such as the Italian
nessuno, Greek kanenan and French personne) as negative indefinites. But before I
can develop that analysis, I need to embed my ideas in the literature.

Laka (1990) takes n-words to denote existential quantifiers (3) taking narrow
scope with respect to negation. This would work well for configurations like (58a),
and it would explain the (infrequent, possibly archaic, but existing) existential uses
of nessuno and niente licensed by downward entailing (but not anti-additive) operators
in (59) (from Zanuttini 1991).

(59) a. Ha telefonato nessuno? [Ttalian]
Has called nobody
‘Did anybody call?’
b. Dubito che venga nessuno.
Doubt.15G that comes nobody
‘I doubt that anyone will come.’
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The drawback of the proposal is that special syntactic assumptions are required
to extend the treatment of nessuno and niente in terms of existential quantifica-
tion to sentences like (58b) or fragment answers like (46) through (51). Such
assumptions typically involve postulating an implicit negation operator. Such an
implicit operator would be syntactically covert, but semantically potent, and con-
tribute the truth-functional connective . Laka (1990) locates such an implicit
negation operator in a special functional projection, labelled ZP. Rowlett (1998)
exploits Haegeman’s (1995) NEG-criterion. Recent versions of the same idea
have exploited the feature checking theory of minimalist syntax. Zeijlstra (2004)
posits a covert negation operator which provides the interpretable negation fea-
ture needed to check the uninterpretable negation feature of the n-word. I discuss
Zeijlstra’s analysis in Section 5, where I argue that it is difficult to uphold the
principle of compositionality of meaning in the presence of covert and empty
negation operators.

1.4.4 Lexical Ambiguities

Giannakidou (2000, 2006) analyzes Greek n-words as NPIs that denote universal
quantifiers taking a wide scope with respect to negation. Under this analysis, the truth
conditions of (60a) involve Vx-V(x) (60b), which is of course logically equivalent to
—3xV(x).

(60) a. Dhen ipe o Pavlos TIPOTA. [Greek]
SN said.3sG the Paul nothing
‘Paul said nothing’
b. Vx [thing(x) — —Said(Paul,x)]

The analysis is designed to work for Greek and other strict negative concord
languages in which the marker of sentential negation always co-occurs with an
n-word. Thanks to their emphatic nature, which allows them to undergo topicalization,
the Greek n-words escape the usual direct scope requirements, and are also licensed
in preverbal position (cf. above 45a).

The non-negative interpretation of n-words predicts that double negation read-
ings are impossible in strict negative concord languages. Section 5 will show that
this prediction is not borne out by strict NC languages such as Bulgarian, Romanian
and (written) French, which constitutes a problem for Giannakidou’s (2000, 2006)
analysis.

An extension to the nonstrict variety of negative concord displayed by languages
like Italian has to appeal to an implicit negation operator or to lexical ambiguities
in order to provide a unified analysis of examples (58a—c). Giannakidou (2000,
2006) defends the view that n-words in natural language come in different types,
and she assigns kaNENAN/TIPOTA and nessuno/niente a different lexical semantics.
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The emphatic Greek n-words of the xkANENAN/TIPOTA series in (60a) are uniformly
treated as (strong) NPIs denoting a universal quantifier. N-words in nonstrict nega-
tive concord languages such as the Italian nessuno/niente are ambiguous between
an existential and a negative meaning. Romance n-words that occur in non-negative
contexts have an existential use (59). When embedded under negation (nessuno
in 58a) or another n-word (niente in 58c), they also get an existential interpretation.
In sentences in which they are the sole contributors of negation (nessuno in 58b) or
the structurally highest n-word (nessuno in 58c), they get a negative meaning.

Giannakidou (2000, 2006) is not the first to defend an ambiguity thesis. van
der Wouden and Zwarts (1993), Corblin (1996) and Herburger (2001) offer versions
of an account under which n-words are underspecified or ambiguous, and denote
3 if embedded under negation or a negative quantifier and -3 if unembedded
(cf. Section 5.1). The ambiguity thesis is attractive because of its lack of hidden
negation operators. However, the ambiguity thesis is claimed to suffer from lack of
independent evidence and testability (cf. Giannakidou 1997: 166—168 and de Swart
and Sag 2002 for critical discussion).

The fine-grained lexical approach is meant to provide a flexible semantics of
negation and polarity items across languages. Unfortunately, Giannakidou’s (2000,
2006) analysis does not go beyond the lexical level, and does not spell out the com-
positional semantics of negation and n-words in languages other than Greek.

If expressions like nessuno and niente are ambiguous between an existential
meaning (3) and a negative meaning (—3), we would expect sentences like (58c) to
be four-ways ambiguous, and have the readings (i) 33, (ii) ~33, (iii) 3-3 and (iv)
—3-3. Of course, the sentence only has the reading in (ii). In order to eliminate the
other readings as potential interpretations of sentences like (58c), a compositional
interpretation mechanism for the sentence as a whole is called for.

Such mechanisms are provided in earlier ambiguity analyses (van der Wouden
and Zwarts 1993, Corblin 1996, Herberger 2001, cf. Section 5.1), but are only
touched upon in rather general terms in Giannakidou (2000, 2006). According to
Giannakidou (2006: 357) “the best we can come up with is to stipulate an additional
syntactic condition that negation must be expressed at the topmost level of the sen-
tence, and that this can be done either by the SN itself, or by an n-word (which is
essentially the proposal in Zanuttini 1991)”. This syntactic stipulation is designed
to eliminate the unwanted readings (i) and (iii).

Giannakidou (2006: 355) also suggests that the resumptive quantification mech-
anism defined by de Swart and Sag (2002) might be relevant to the explanation of
negative spread as in (53c). If true, this eliminates the unwanted reading (iv). How
resumptive quantification, lexical ambiguities and syntactic stipulations are to work
together in a compositional semantics remains an open question.

In view of the fact that additional syntactic stipulations and supplementary semantic
mechanisms (including resumptive quantification) must be posited for negative con-
cord varieties other than the ‘strict’ type found in languages like Greek, I conclude
that the rich lexical semantics posited by Giannakidou (2006) does not solve the
compositionality problems raised by negative concord. In addition, fragment answers
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in which n-words appear to be ‘self-licensing’ even in languages such as Greek raise
problems for Giannakidou’s views. Given the importance of fragment answers in the
debate on the quantificational status of n-words in the literature, I devote a separate
subsection to this issue.

1.4.5 The Status of Fragment Answers

For many people, including Zanuttini (1991), Ladusaw (1992), Haegeman and
Zanuttini (1996), Herburger (2001), de Swart and Sag (2002), Zeijlstra (2004), and
Penka (2006, 2007), the ‘self-licensing’ nature of n-words is most visible in their
felicity as negative fragment answers. Fragment answers thus constitute an impor-
tant context in which n-words behave differently from NPIs. However, according to
Giannakidou (1998, 2000, 2006) the fact that n-words are interpreted negatively in
the absence of overt negation does not prove that they are negative. In view of these
claims, the theoretical implications of the empirical observations made in Section
4.2 have to be reviewed in more detail.

Giannakidou (2000, 2006) defines fragment answers as elliptical structures, and
takes elided material to be responsible for the negative meaning. Thus, in response
to the question “Who arrived?’ or ‘What did you see?’, Giannakidou (2000, 2006)
spells out the full answer as in (61), where strikethrough indicates the elided mate-
rial of the fragment answer.

(61) a. KANENAS dhen—irthe. [Greek]
nobody SN arrived.3sG
b. TipoTa dhen-idha.
nothing SN saw.1sG

The “negative meaning in elliptical fragments then arises not as an inherent contri-
bution of the n-words, but rather as the result of their being associated with negation
at the level at which ellipsis is resolved” (Giannakidou 2006: 363).

If ellipsis is resolved in the syntax, this route is closed for me, because I adopt a
surface-oriented syntax in this book (see Section 4.6). But Giannakidou (2006) fol-
lows the semantic approach to ellipsis developed by Merchant (2001): the anteced-
ent proposition must semantically license the elliptical one. The elliptical
proposition will be licensed only if it can be inferred by the proposition that serves
as its antecedent. A negative answer is part of the denotation of a question, and thus
a possible inference from it.

According to Watanabe (2004), a semantic approach to ellipsis does not yield
the right results, though.'? The system of negation in Japanese is closely related to
that of Greek. In relation to the Japanese examples in (62), Watanabe points out that
Giannakidou’s analysis would predict that the representation of the fragment

12Both Watanabe (2004) and Giannakidou (2006) were circulating as draft versions long before
their publication data, which explains the cross-references.
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answer in (62b) extends to the one in (62c). Of course, that is not the case, and the
answer should be read as in (62d).

(62) a. Nani-o mita no? [Japanese]
what-Acc saw Q
‘What did you see?’

b. Nani-mo mi-nak-atta.
Nothing see-SN-PAST
‘Nothing.’

c. Hebi-o mi-nak-atta.
Snake-ACC saw-SN-PAST
‘I didn’t see a snake.’

d. Hebi-o  mita.
snake-ACC saw
‘I saw a snake.’

Watanabe rejects Giannakidou’s inferential approach as a viable solution to the prob-
lem of ellipsis resolution. In particular, he argues that under the semantic analysis of
ellipsis developed by Merchant (2001), the antecedent is supposed to be a linguistic
expression. Accordingly, it is illegitimate to pick up a member from the set of
propositions denoted by a wh-question as an antecedent for ellipsis resolution.'

Boskovi¢ (2008) provides data from Serbo-Croatian that support Watanabe’s
argumentation. He points out that n-words in this language can be used as fragment
answers to affirmative (63), but not negative questions (64).

(63) Q:Sta si kupio? A: NiSta. nisam-kupio.
what are bought? nothing sN.am bought
Q: ‘What did you buy?’ A: ‘Nothing.’

(64) Context: There was a party yesterday. A knows that John, Mary, and Jane were
at the party, but does not know whether Bill, Joan, and Peter were there:

B Furukawa (2007) points out that ‘unembedded’ negative indefinites, which are isolated in con-

versational initial position raise further problems for the ellipsis approach. Consider the context

and possible utterances in (i):

(1) Situation: Mary is a TA. Today, since she had to teach, she went into the classroom. When
she opened the door, she found that no one was there. Then, with surprise she said:

a. Nobody! a’. There is nobody there! [English]
b. Personne! b’. Il n’y a personne! [French]
c. KANENAS! c’. Dhen iparxei KANENAS! [Greek]
d. #Ni-kogo! d’. Ni-kogo net! [Russian]
e. #Dare-mo! e’. (dare-mo) i-nai! [Japanese]

In the case of isolation, there is no discourse antecedent for the elided material. On the basis of the
felicitous fragment utterances in (ia-c), Furukawa concludes that the ellipsis approach is untenable
for English, French and Greek. According to Furukawa, the infelicity of (id) and (ie) does not pro-
vide support for the analysis of Russian and Japanese n-words as inherently negative. Given that
negative concord languages do not pattern alike in conversation initial position, I will leave this issue
open for further investigation, and focus the discussion on fragment answers to an overt question.
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Q: Ko nije dosao? A: 7*Niko nije doSae.
who SN.is come 7*Niko nije doSae.
Q: ‘Who didn’t come?’ A’: Niko nije doSae

nobody SN.is come

The full answer is felicitous in this context, but the fragment answer is not.
If anything, negative questions should make it easier to license the n-words approach,
for the elided negation can be recovered from the negative question. According to
Boskovi¢, these observations pose a serious threat to Giannakidou’s approach, and
support Watanabe’s (2004) claim that the ellipsis analysis of fragment answers is
untenable.

Not all languages rule out n-words from fragment answers in response to negative
questions. But when they can be felicitously used, they give rise to a double negation
reading, i.e. the answers in (65) mean ‘nobody did not answer’.

(65) a. Q:Chi nonha risposto? A: Nessuno. [Ttalian]
Q: Who sN  has answered A: nobody
Q: “Who has not answered?’ A: ‘Nobody.’

b. Q: Kto nie odpowiedzial? A: Nikt. [Polish]
Q: Who sN answered A: nobody
Q: ‘Who did not answer?’ A: ‘Nobody.

The examples in (65) support the view that negative concord is a clause-bound
phenomenon (cf. Chapter 6, Section 1 for discussion). The negation in the question
and the n-word in the fragment answer contribute two independent negations,
which add up to a double negation reading. Under the ellipsis analysis of n-words
in fragment answers in Giannakidou (2000, 2006), the data in (62)—(65) are hard to
explain.

Even if the problems related to (62)—(65) can somehow be solved, it remains
unclear how to maintain the contrast between NPIs and n-words in fragment answers
like (46) through (51). The relevant Greek example is repeated here as (66):

(66) Q: Pjon ihes? A: KANENAN [Greek]
Who did you see? Nobody
A: *kanenan
Anybody

If the n-word kanenan in (66) can take a negative proposition as its antecedent,
along the lines of (61), why cannot its NPI counterpart kanenan in (66) do the same
(pace requirements on the NPI being in the c-command domain of the negation
marker in the full answer)? Giannakidou (2006) maintains that emphasis plays a
role here. The emphatic n-word kANENAN licenses a fragment answer with a negative
meaning, but its non-emphatic counterpart kanenan does not (66).

Support for this analysis comes from the use of emphatic bare minimizers
with a negative meaning in fragment answers, as illustrated in (52), repeated
here as (67):
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(67) Q:Ipe tipota i Ilectra oloto vradi? [Greek]
said.3sG anything the Electra all the evening
‘Did Electra say anything all evening?’
A: LEKsI
word
‘Not a word.’

Not all Greek speakers tolerate emphatic bare minimizers in fragment answers."
There are two problems with Giannakidou’s proposal. On the one hand, emphasis
is not sufficient to legitimate a negative reading, for emphatic LEksI gets an existen-
tial interpretation in the if~clause of the conditional in (42b). It is not clear how
emphasis comes into play in the licensing of a negative reading under ellipsis, when
it does not in downward entailing contexts more generally.

Second, even if emphasis can be argued to play a role in Greek on the basis of
these examples, the cross-linguistic validity of this argumentation remains to be
established.”> Hoyt (2006) confirms that wela-DPs, Palestinian Arabic n-words
which occur in fragment answers (68) are pronounced with strong focal stress,
and are more emphatic than NPIs like hada (‘anyone’) or i5i (‘anything’) in the
language.

(68) Q:%u  kal-l-ak? A: wela isi. [Palestinian Arabic]
What said.3Ms-to-you? not.even thing
Q: What did he say to you?  A: nothing at all.

However, in languages such as French, Spanish and Catalan, NPIs remain unac-
ceptable as fragment answers, even if we add emphasis, because n-words and NPIs
belong to different lexical classes in these languages. The examples in (69) and (70)
illustrate this (data from Vallduvi 1994).

(69) Q:Qu’est-ce que qu’il adit? A: Rien. [French]
What did he say? Nothing
A: *Quoi que ce soit.
What that it is-SUBJ
A: *(Pas) un mot
*(not) a word

4Evangelia Vlachou (p.c.) provides the following example which illustrates that minimizers are
not generally licit as fragment answers, and usually require the support of the marker wof senten-
tial negation.

(i) Q:Idhes kanenanna pernai? A: *PsIXI.
Saw.2sG anybody SUBJ pass-by.3sG Soul
Did you see anyone passing by? A: Psix1 dhen perase.

Soul sN  passed-by.3sG

‘Not a soul passed by.’
15 According to Giannakidou (2008), special intonation also plays a role in Japanese n-words, but
she does not discuss the data, so I am leaving this open.
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(70) Q:;Queda vino? A: Nada [Spanish]
Is there any wine left? Nothing
A:#(Una) gota!
(a)  drop!
Ni (una) gota!
Nota  drop!

It is impossible to save the infelicity of the NPIs in (69, 70) by means of stress or
other means of emphasis. At the same time, there is no evidence that the n-words
in (69, 70) are emphatic as opposed to the NPIs. According to Vlachou (2007:
146-147), quoi que ce soit requires both contextually relevant and irrelevant values
for the variable to be taken into consideration, whereas rien quantifies over contex-
tually relevant alternatives. If anything, rien is thus less emphatic than quoi que ce
soit, because it does not involve domain widening (cf. Section 3).

Zeijlstra (2007) also maintains that negative concord is normally not emphatic
in Romance, and Italian speakers prefer the use of a negative polarity item to
convey emphatic negation. Moreover, Zeijlstra (2007) proposes an analysis of
emphatic multiple negative expressions in a double negation language like (standard)
Dutch that treats these cases as different from negative concord (cf. Chapter 5,
Section 10).1

All in all, there is insufficient evidence that emphasis plays a role in negative
concord languages in general. It would defeat the purpose to arbitrarily label
n-words as emphatic, and NPIs as non-emphatic; so in the absence of a principled
explanation of the role of emphasis in languages other than Greek, I do not want to
pursue this avenue in a cross-linguistic theory of negative concord.

Zanuttini (1991), Déprez (1999, 2000), de Swart and Sag (2002), Watanabe
(2004), Falaus (2008) and Boskovi¢ (2008) conclude that a non-negative interpreta-
tion of n-words cannot be upheld in fragment answers. These contexts show that
n-words are inherently negative, whereas negative polarity items are not. I endorse
their conclusions in this book.

®An anonymous reviewer agrees with Giannakidou that words like anything, kanenan and other
existential NPIs are not emphatic, hence cannot appear as fragment answers. As pointed out by
the reviewer, if any becomes emphatic (in its free choice use), it is fine:
(i) Q: Who would you like to talk to?

A: Anybody!
I do not dispute the felicity of (i), but the argument is invalid for two reasons. First, Krifka (1995)
establishes a strict distinction between stressed and unstressed any, so we can take these to be two
different lexical items. Free choice items are not subject to licensing conditions according to
Vlachou (2007), so under this analysis, the felicitous occurrence of anybody in (i) is tangential to
the NPI/n-word distinction. Second, the argumentation does not generalize, for not all NPIs in all
languages double as free choice items (in fact, very few do). Other minimizers in English (like a
word, a drop, a soul) cannot be saved by emphasis.
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1.4.6 Toward a Compositional Semantics of Negative Concord

One possible way out of the conclusions drawn in Section 4.5 concerning the status of
n-words as inherently negative is for the proponents of a non-negative analysis
of n-words to postulate that some languages can express negation covertly, while
others have to always realize it overtly. This view seems to underlie several of the
approaches discussed here (including, most recently, Penka 2007 and Tubau 2008).
Along similar lines, Zeijlstra (2004) and Boskovi¢ (2008) suggest that not all markers
of sentential negation convey semantic negation.'’

The ambiguities discussed in Section 5 make it difficult to maintain this view,
for the distinction between double negation and negative concord languages is
fluid, and intermediate cases are possible. Even if it would be possible to parame-
trize the languages according to their capacity to realize negation covertly, and deal
with the intermediate cases and with the problems raised by negative polarity items
in some way, this solution raises two conceptual problems.

My first problem is that, as a semanticist, I find it impossible to defend the view
that a compositional analysis of negation and negative concord is to be based on a
covert or empty negation operator. If a truth-functional operator like = can remain
implicit in the sentence, or the negation particle is semantically potent in some
sentences, but not others, the distinction between affirmation and negation is
blurred.

As long as independent means of establishing when the invisible operator is
there, how it is licensed, and in which configurations negation markers do not
contribute any meaning are lacking, it is impossible to build a compositional
semantic theory of negation. So far, theories exploring this option do not agree on
the contexts in which an implicit truth-functional operator — occurs, the conditions
under which it can and cannot be licensed, and the configurations in which the
negation marker is semantically empty.

The second problem is that syntactically invisible but semantically potent nega-
tions, and syntactically visible but semantically empty negations are not in line with
the view that negation is semantically marked, and therefore universally more com-
plex in form (Horn 1989). The view of negation as the marked member of the pair
<affirmation, negation> has been outlined in Section 1, and will be grounded in an
evolutionary bidirectional OT model in Chapter 3. Horn’s division of pragmatic
labor requires that unmarked forms pair up with unmarked meanings, and marked
forms with marked meanings. Covert and empty negation operators are not in line
with the Horn pattern, which constitutes the communicative underpinning of the
bidirectional OT grammar presented in Chapter 2.

In view of these conceptual problems, this book applies the principles of
compositionality of meaning to a surface level syntax without hidden levels of

7This might be appropriate for instances of so-called ‘expletive’ negation, which are not dis-
cussed in this book. Compare Espinal (1992) for a proposal.
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representation and covert operators (as far as negation and negative indefinites are
concerned).'® This means that I cannot adopt a lexical semantics of n-words in
terms of existential or universal quantification, or a mixture of those interpretations,
as proposed by Laka (1990), Corblin (1996), Herburger (2001) or Giannakidou
(2000, 2006), because under such an analysis, an appeal to covert negation is the
only way out in cases where the n-word appears to be ‘self-licensing’ (cf. Sections
4.3-4.5). In line with Zanuttini (1991), Ladusaw (1992), Déprez (1997), Espinal
(2000) de Swart and Sag (2002), Watanabe (2004) and Boskovi¢ (2008), I analyze
n-words as inherently negative. Accordingly, their lexical semantics is closer to that
of negative quantifiers like the English nobody than to that of NPIs like the English
anybody, so this position implies a strict distinction between NPIs and n-words.

The association of n-words to negative quantifiers also underlies the analysis of
negation in Penka (2006, 2007). Penka categorizes the English nobody, German
niemand, Italian nessuno, and Polish nikt as members of a broad class of negative inde-
finites. Their felicity to occur as negative fragment answers opposes negative indefi-
nites to NPIs. Note that the lexical semantics Penka adopts is quite different from the
one proposed in this book, because it crucially relies on a covert, abstract negation
marker and a minimalist checking approach. Nevertheless, as emphasized by Falaus
(2008), whatever proposal turns out to provide the best analysis for negative quanti-
fiers, will also have to apply to negative concord languages. In line with Penka and
Falaus, I adopt the same terminology, and label both negative quantifiers (in double
negation languages like standard English and standard German) and n-words (in
negative concord languages like Italian, Greek and Polish) as negative indefinites.

In the analysis developed in this book, n-words and negative quantifiers are
uniformly interpreted as negative indefinites (—3). The principle of compositionality
of meaning is at the heart of the semantics. So under a unified lexical semantics of
negative indefinites, the distinctions between double negation and negative concord
languages reside solely in the grammar.

1.5 A Polyadic Quantifier Analysis of Double Negation
and Negative Concord

Most of the approaches presented so far use only the tools of first-order predicate
logic. However, this line of analysis runs into a dead end if nobody, niemand,
nessuno, nikt, and kanenan all have the same lexical semantics, and function application
constitutes the sole mode of composition in a first-order system. The combination of
these assumptions makes it impossible to account for the contrast between double
negation and negative concord languages, as outlined in Section 4.

'8 My position is limited to negation operator and negative indefinites, which have basic truth-
conditional import. This book is not committed to any claims about the status of empty categories
in syntax in general, but does not rely on any.
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Alternative analyses go beyond first-order logic (or standard generalized quantifier
theory) in one way or another, and expand the inventory of semantic tools. The key
is to propose minimal or independently motivated extensions of first-order logic,
which pay off by offering a higher explanatory value. Two analyses exploring such
ideas were developed around the same time (Section 5.1). The analysis I adopt in
Section 5.2 inherits features of both of them, and leads toward a typology of negation
(Section 5.3).

1.5.1 Compositionality and Ambiguities

A highly influential proposal concerning the semantics of negative concord was
made by Ladusaw (1992), who proposed treating n-words as self-licensing negative
polarity items. Thus, in the absence of a trigger, n-words such as nessuno and niente
license themselves, but regular NPIs such as anybody do not. Technically, the
n-word contributes an existential quantifier 3 to the truth conditions of the sentence.
The negative force of the n-word nessuno is located in a negative feature that a
regular NPI like anything lacks. All negative features contributed by sentential
negation and n-words percolate up the tree, and get discharged at the top, leading
to a single, wide scope negation — that has all the existential quantifiers contributed
by the n-word(s) in its scope. The extra tool needed in this analysis is a feature
percolation and interpretation mechanism, which Ladusaw borrows from the gram-
matical framework of GPSG (Gazdar et al. 1985).

The spirit of Ladusaw’s ideas has been pervasive in much subsequent work,
because it highlights the nature of negative concord as an agreement phenomenon:
even though negation is expressed in different places in the syntax, it is interpreted only
once. What the analysis in this book inherits from Ladusaw’s analysis is the nature of
n-words as inherently negative, and the idea that negative concord is an instance of
agreement. What it opposes to Zeijlstra’s (2004) implementation of Ladusaw is that
negative concord is viewed as an instance of semantic, not syntactic, agreement.

Zanuttini (1991) and Haegeman and Zanuttini (1996) also emphasize the nature
of negative concord as an agreement phenomenon, but in their analysis, n-words
denote V. They define an operation of factorization which reinterprets a sequence
of quantifiers Vx =Vx =...VX = as a new sequence VX, X,...x - According to
May (1989), factorization fails to respect compositionality, because part of the
semantic contribution of the composing elements is simply erased.

As an alternative, May defines an absorption operation which interprets a
sequence of negative indefinites NO_,...NO _ as a polyadic quantifier complex
NO,,...,, (cf. also van Benthem 1989, Keenan and Westerstéhl 1997). May’s analysis
has also been criticized for its lack of compositionality (e.g. Corblin 1996). Note
that absorption requires a mode of composition different from function application,
so it does not respect first-order (Fregean) compositionality.

However, absorption as quantifier resumption is embedded in the theory of polyadic
quantification (May 1989, van Benthem 1989, Keenan and Westerstahl 1997), so it is
one of a series of operations in natural language that goes beyond standard generalized
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quantifier theory. If the set of operations defined in polyadic generalized quantifier
theory constitute permissible combinatoric rules, May’s analysis is compositional in a
higher order theory of meaning. This view is defended by de Swart and Sag (2002), who
propose negative resumption as the interpretation of negative concord (Section 5.2).

Corblin (1996) observes that almost all analyses of negative concord focus
exclusively on deriving a single negation reading from a sequence of n-words, and
the analyses developed by Ladusaw, Zanuttini and May are no exception. Corblin
points out that such analyses do not do justice to the observation that, in certain
languages at least, sentences involving two negative indefinites are ambiguous, and
allow both a single and a double negation reading, depending on the context.
Corblin’s French examples are in (71). Corblin and Derzhanski (1997) make simi-
lar claims about the Bulgarian example in (72).

(71) a. Personne n’ aime personne [French]
nobody sN loves nobody
= No one loves anyone. [NC]
= Everyone loves someone. [DN]

b. Personnen’ est]’ enfant de personne.
nobody sNis the child of nobody

= No one is the child of anyone. [NC]
= Everyone is the child of someone. [DN]
(72) Nikoj ne obica nikogo [Bulgarian]
nobody.NoM sN loves nobody.Acc
= No one loves anyone. [NC]
= Everyone loves someone. [DN]

The existence of double negation readings in (71) and (72) leads Corblin (1996) to
defend an ambiguity thesis at the compositional level. Corblin formulates a construc-
tion rule for negative quantifiers in a DRT framework, which introduces a negation
and an indefinite in the scope of negation. If a new quantifier shows up when the
construction rule has already been applied, one option is to apply just the second half
of the rule. This is equivalent to a shift of the n-word to an existential quantifier, and
results in the desired negative concord interpretation.

The formulation in terms of a construction rule which optionally applies in a
context already containing a negative quantifier strongly suggests that the ambiguity
between the single and the double negation reading of examples like (71) and (72)
is in the construction, rather than the lexicon. What my analysis inherits from
Corblin is the emphasis on a grammatical approach to negative concord. Its shares
with Corblin (1996), Herburger (2001) and Falaus (2007a, b) the desire to account
for double negation readings in negative concord languages.

1.5.2 The Semantics of Resumptive Negative Quantification

de Swart and Sag (2002) propose an analysis of double negation and negative
concord in the framework of polyadic quantifier theory which builds on the ideas
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advanced by Zanuttini, van Benthem and May. The analysis focuses on the derivation
of the single as well as the double negation reading of sentences like (71) and (72).

Polyadic quantifier theory is an elaboration of standard generalized quantifier
theory, which deals with interpretations of sequences of quantifiers that cannot
be derived by function application. The combination of quantifiers by function
application leads to an iteration of quantifiers, corresponding to the scopal order of
the nominals.

Iteration of quantifiers leaves a variety of cases unaccounted for. It does not
provide the bound reading of the reflexive in (73a), the reading in which the books
vary with the students in (73b), the cumulative reading of (73c), or the pair-list
reading of (73d).

(73) a. Every student likes himself.
b. Every students bought a different book.
c. Five hundred companies own three thousand computers.
d. Who loves who?

What the cases illustrated in (73) have in common is that a bottom-up interpretation
of the sentence in standard generalized quantifier theory fails, because the lower
quantifier depends on the higher quantifier for its meaning. Note that it may not be
impossible to represent the truth conditions of the sentence in first-order logic, as
(73a) illustrates. What is at stake is the derivation of the intended interpretation in
a compositional way, namely by formulating the different modes of composition for
a sequence of quantifiers.

A number of rules for the interpretation of sequences of quantifiers are formu-
lated by Keenan (1987), May (1989), van Benthem (1989), and Keenan and
Westerstahl (1997). In so far as polyadic quantifier theory is motivated by the need
to account for a range of constructions that cannot be handled by iteration, Déprez
(1997), Espinal (2000) and de Swart and Sag (2002) consider it legitimate to use
this framework to account for negative concord, viewed as a configuration in which
the interpretation of the lower negative quantifier depends on that of a higher one.
Déprez and Espinal take n-words to denote zero cardinality, and rely on cumulativity
to derive the single negation reading of negative concord constructions. de Swart
and Sag (2002) follow May (1989) and van Benthem (1989) in treating negative
concord as an instance of absorption or resumption of negative quantifiers.

Keenan and Westerstahl (1997) define the resumption of a standard quantifier as
the polyadic quantifier which results from the application of the original quantifier
to k-tuples (pairs, triples, etc.), instead of individuals. The binary resumption of a
quantifier Q denoted by an NP is the quantifier Q’ given by the following rule.

(74) Binary resumption (Keenan and Westerstahl 1997):
Q* (R) = Q™ (R)
Where A and B are subsets of the universe of discourse E, and AxB and R
are subsets of E?, i.e. sets of pairs of entities in the universe E.

Suppose the Italian n-words nessuno and niente are treated as expressions lexically
denoting a negative quantifier =3x. This leads to the generalized quantifier repre-
sentation in No "™ for nessuno or niente, with NO being the quantifier interpreted
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on the universe of discourse E, restricted to the subset of humans (for nessuno) or
things (for niente). The semantics of NO is standard: in set-theoretic terms, it
denotes the empty intersection between two sets.

Application of the rule of binary resumption to the sequence of n-words in (40a),
repeated here as (75a), leads to the structure in (75b), which has the truth conditions
spelled out in (75¢) in first-order logic.

(75) a. Nessuno ha detto niente. [Ttalian]
Nobody has said nothing.
‘Nobody has said anything.’
b. NOEzhumxlhing (SAY)
c. —dx3dy Say(x,y)

The resumptive quantifier in (75b) ranges over sets of pairs of humans and things. The
empty intersection with the set of pairs in the denotation of say requires that there be no
pair of a person and a thing such that that pair is a member of the denotation of say.
Quantification over pairs is equivalent to the first-order representation in (75¢). Even
though the truth conditions of the sentence can be written in first-order logic, the only
way to obtain a compositional interpretation of the sentence based on the lexical seman-
tics ~3x of the n-word is to adopt an interpretation in terms of polyadic quantification.

The resumptive interpretation accounts for negative concord by viewing the two
occurrences of the negative indefinite as an instance of semantic agreement, in the
spirit of Ladusaw’s (1992) analysis. Technically, resumption pairs up the two nega-
tive indefinites as two variables bound by a single negative quantifier. In this book,
I use negative resumption primarily to provide an interpretation of negative concord,
but Chapter 4 (Section 5) discusses Szabolcsi’s (2004) extension of the resumption
mechanism to negative polarity. Szabolcsi’s unification of the two phenomena is
particularly relevant for the diachronic development of NPIs into n-words, as shown
there. Besides that section, the book concentrates on the mechanism of resumptive
negative quantification for sequences of n-words.

Following Keenan and Westerstahl, I generalize the definition of resumptive
quantification to a sequence of k monadic quantifiers Q’ binding just one variable each,
and interpreted on the universe of discourse E, with a one-place predicate A as their
restrictor, and taking a k-ary relation R as its scope."’

(76) Resumption of a k-ary quantifier.
Q» Al, A2, ... Ak (R) - QEkAleZX...Ak (R)

E
The resumptive quantifier is a polyadic quantifier binding k variables, interpreted in
the universe of discourse E*, taking the subset A xA x...A of E* as its restrictor, and
the k-ary predicate R as its scope. This generalized definition is applied in (77).%°

Keenan and Westerstdhl’s definition is slightly more complex than mine, because they want to
generalize to the possibility of resumptive quantification with relational nouns. This book is not
concerned with relations nouns, so I maintain the easier definition for readability.

2For now, I ignore the clitic ne, which will be argued to not contribute a semantic negation in
Chapter 5 (Section 6).
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(77) a. Personnen’ a rien dit a personne. [written French]

Nobody sN has nothing said to nobody
‘Nobody said anything to anyone.’

b. Nessuno *(non) ha parlato di  niente con nessuno. [Italian]
Nobody *(sN) has talked about nothing to nobody.
‘Nobody talked to anyone about anything.’

C. NOE3HUM X INAN X HUM(SAY)

d. —3x3dy3dz R(x,y,z)

The sequence of n-words (personne, rien, personne in 77a, nessuno, niente, nessuno
in 77b) provides a series of quantifiers No, ranging over humans, things, and humans
respectively. R is provided by the three-place predicate say-fo in (77a), and talk-to
in (77b). The resumptive quantifier reads as NO,""™ * ™™ > 1M (sAy) in (77¢), and
spells out the semantics of (77a). The truth conditions of the sentence require that
there be no triple of a human, a thing and a human such that that triple stands in the
‘say-to’ relation. The truth conditions of the resumptive quantifier are equivalent to
the first-order formula —~3x3dy3z R(x,y,z) in (77d), which requires there not to be an
individual x, a thing y and an individual z such that x says y to z. (77b) is parallel.

Keenan and Westerstahl take resumption to apply only to a sequence of quanti-
fiers that are somehow ‘the same’. In the case of negative concord, resumption
applies to a sequence of anti-additive quantifiers provided by negative indefinites
(niente, personne, etc.). Quantifiers like few, at most two are monotone decreasing,
but not anti-additive. They license negative polarity items, but do not participate in
resumptive quantification, and do not lead to negative concord interpretations.

The marker of sentential negation and connectives like without are also anti-
additive, so they can participate in the construction of the polyadic quantifier as
well. Section 6 discusses the status of the marker of sentential negation in various
negative concord systems. The participation of sentential negation in the resump-
tive negative quantifier is spelled out in Section 6.3. Chapter 6 (Section 2) returns
to subordinate clauses introduced by without.

In this book, the focus is on pronominal negative indefinites such as nobody,
personne, and nessuno, and full DPs such as no student, aucun étudiant, and
nessuno degli studenti are not addressed. Differences between pronominals and
full DPs have been referred to occasionally in the literature (cf. Déprez 2000 and
Corblin and Tovena 2003 for Romance, Haegeman and Lohndal 2008 for West
Flemish). However, a broad cross-linguistic overview of the data for full DPs is
missing, which motivates the restriction to pronominal and adverbial negative
indefinites in this book.

1.5.3 Ambiguities: Iteration and Resumption

The syntax—semantics interface defines how the DN and NC readings are obtained
from the syntax. HPSG uses a notion of Cooper storage in which all quantifiers are
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collected into a store, and interpreted upon retrieval from the store (cf. Manning, Sag
and ITida 1999). This mechanism is generally used to account for scope ambiguities,
but de Swart and Sag (2002) extend it to polyadic quantification. All negative (anti-
additive) quantifiers are collected into a so-called N-store. Interpretation upon retrieval
from the store is by means of iteration of monadic quantifiers (leading to DN) or by
resumption, building a polyadic quantifier (leading to NC). I will not elaborate on the
retrieval mechanism here, but refer to de Swart and Sag (2002) for details.

Crucially, the HPSG grammar does not distinguish between DN and NC. This
accounts for the situation in languages like French, in which both readings are
available for a sequence of negative indefinites. Consider the ambiguity of the
following sentence in the HPSG analysis of de Swart and Sag (2002).

(78) Personne n’aime personne. [French]
Arg-St<[Store {NO {Person(} 1] " [Store {NO,, {Person()} 1]
Content Quants <N O (¢ }‘Pe‘“’"(y”> Nucleus Love(x,y)
Semantic 1nterpretat10n (1terat10n) N O(HUM, {x|NOHUM, {y|x loves y})})
In first-order logic: =3x—-3y Love(x,y) [DN]

(79) Personne n’aime personne. [French]
Arg-St<[Store {NO(X)‘Pe“"“(X”}], [Store {NO{y)‘Pm"“W”}]>
Content Quants <N O(x’y}“’e“"“(”* Persony))> Nucleus Love(x,y)
Semantic interpretation (resumption): NO_,""™""™(LOVE)
In first-order logic: =3x3y Love(x,y) [NC]

The representations in (78) and (79) are identical as far as the argument structure,
the storing mechanism, and the relational interpretation of the word love are con-
cerned. The difference resides in the interpretation of the polyadic quantifier upon
retrieval from the N-store: iteration in (78), and resumption in (79). The iteration of
quantifiers in (78) requires that there be an empty intersection between the set of
persons, and the set of individuals that love no one. This is equivalent to the double
negation reading represented in first-order representation. The resumptive interpretation
in (79) creates a negative quantifier ranging over pairs of individuals, which excludes
all pairs of humans from the denotation of the love relation. This amounts to the
single negation reading in a first-order formula.

The main insights of this analysis are the following. The HPSG grammar
assumes no lexical difference between negative quantifiers and n-words: both con-
tribute a negative existential quantifier. In line with the unified lexical semantics,
the rest of this book uses the terms ‘negative indefinite’ and ‘Neg-expression’
to designate both negative quantifiers (like nothing) and n-words (like personne,
nessuno, KANENAN). The analysis works for n-words in argument and adjunct position
alike (so nobody and nothing, as well as never and nowhere).

Finally, it does not involve covert or empty negations (i.e. syntactically invisible
but semantically potent negations, or syntactically visible but semantically inopera-
tive negations). Although both readings of the sentence can be spelled out by means
of a first-order logical formula, resumption is not dispensable, for the resumptive
polyadic quantifier provides a higher-order compositional interpretation in a
surface-oriented syntax.
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1.5.4 Toward a Typology of Negation

The ambiguity of French and Bulgarian examples like (71) and (72) is real, and
constitutes a problem for most analyses of negative concord, which exclusively
focus on deriving the single negation reading. The polyadic quantifier analysis has
an advantage here, as it spells out the two readings in terms of iteration and resump-
tion (cf. 78 and 79). At the same time, it is quite clear that the double negation
reading of these sentences is highly marked, and that most instances of a sequence
of two n-words in French or Bulgarian lead to a single negation reading.

An important question raised by the analysis proposed by de Swart and Sag
(2002), and first pointed out by Zeijlstra (2004: 207) is why certain languages are
predominantly negative concord languages (French, other Romance languages,
Slavic, Greek, Afrikaans, etc.), whereas other languages normally interpret a
sequence of negative indefinites in terms of double negation (standard English,
Dutch, German, Swedish, etc.) The HPSG analysis developed by de Swart and Sag
(2002) provides the space of possible meanings created by the grammar, but does
not predict cross-linguistic variation where it arises.

Unlike Zeijlstra, I do not take this as a decisive argument against the HPSG
analysis. I have two reasons for it. First, double negation readings are attested for
concord languages like French and Bulgarian (see above), but analyses other than
the polyadic quantifier analysis do not offer a proper account of these ambiguities.
Second, resumptive readings are marginal in double negation languages, but they
are not excluded, and we need a theory that can handle them.

As far as double negation languages are concerned, van Benthem (1989) claims
that the English sentence (80) has the same two readings as its French counterpart
(78/79).

(80) Nobody loves nobody.

Not everyone I consulted finds the ambiguity of (80) easy to access. The attested
example (81), taken from an internet source, might be a better example. It illustrates
the resumptive reading of the sequence nobody-nothing in (standard) English, as
opposed to the double negation reading of (40d).

(81) When nobody knows nothing, everybody is an expert. Nobody can seriously
claim to be an expert on the collapse of the World Trade Center, simply
because nobody had a chance to study the rubble. Everybody who has looked
at the photographs and television news video knows as much about the
collapse as the most knowledgeable scientists. Therefore, everybody who has
viewed the photographs and videos can claim to be an expert.

The first line of (81) contains a claim that is elaborated by the following sentences.
The elaboration establishes the resumptive reading of the sequence nobody-nothing
as the contextually relevant interpretation. The intended reading of the sentence is
that there is no pair of an individual x and a thing y, such that x saw y. The first line
of (81) then has the same interpretation as ‘nobody knows anything.’
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Similarly, the example (82b) was used as a slogan by Amnesty International in
the seventies, and supports a marginal use of the resumptive reading in (standard)
Dutch, another typical double negation language (82a):

(82) a. Niemand hoeft voor niets  te werken.
Nobody needs for nothing to work
‘Nobody needs to work for free.’
b. Als niemand luistert naar niemand vallener  doden in plaats van woorden.
If nobody listens to nobody fall there deaths in stead of words
‘If nobody listens to anybody, the conversation doesn’t die, people do.’

The examples in (81) and (82b) involve resumption of a sequence of negative
quantifiers.

However, the examples are infrequent, and resumption seems to be a marginal
phenomenon in typical double negation languages like English and Dutch. Even if
these examples are analyzed in terms of emphatic negation along the lines of van
der Wouden (1994) and Zeijlstra (2007), the semantics will have to rely on resump-
tive quantification (at least in a surface-oriented syntax).

I conclude that the polyadic quantifier analysis has so many advantages that it is
worth upholding, even if it is unable to account for the cross-linguistic variations
found in the availability of negative concord and double negation readings.
However, it needs to be enriched with a typological dimension. The approach
adopted in this book allows me to distinguish two classes of languages in terms of
the optimality theoretic grammar they adopt. The OT analysis developed in Chapter 4
is built on top of the polyadic quantifier analysis, so it should be viewed as an
elaboration of the earlier proposal made by de Swart and Sag (2002) along a typo-
logical dimension.

1.6 Negation and Negative Indefinites

Section 2 of this chapter focused on the marker of sentential negation. Sections 4
and 5 focused on n-words participating in negative concord. This section brings the
two issues together and presents the main systems of negative concord found in
languages.

1.6.1 \Varieties of Negative Concord

Den Besten (1986) and Haspelmath (1997) distinguish three types of negative concord
systems. Here I use the labels strict negative concord, nonstrict negative concord and
negative spread introduced by Giannakidou (1997, 1998) to describe them.

In strict negative concord varieties, the marker of sentential negation is obliga-
torily present in all sentences containing an n-word. Polish, Greek, Hungarian,
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Romanian, Japanese and Slavic exemplify this system (with Polish examples from
Haspelmath 1997: 201, Romanian ones from Corblin and Tovena 2003, Greek ones
from Giannakidou (2006), and Japanese ones from Watanabe 2004).

(83) a. Nikt  *(nie) przyszedl. [Polish]
nobody *(SN) came.
‘Nobody came.’
b. *(Nie) widzialam nikogo.
*(SN) saw nobody.
‘I saw nobody.’
(84) a. Nimeni *(nu)a venit. [Romanian]
nobody *(sN) has come.
‘Nobody came’

b. *(Nu)a venit nimeni.
*(SN) has come nobody.

‘Nobody came’

(85) a. KANENAs *(dhen) ipe TIPOTA. [Greek]
nobody  *(sN)  said.3sG nothing
‘Nobody said anything.’

b. O Petros *(dhen) idhe TIPOTA.
the Peter *(SN)  saw.3sG nothing
‘Peter didn’t see anything.’

(86) a. Dare-mo John-o hihanshi- *(nak)-atta. [Japanese]

Who-mo John-Acc criticize- *(SN)-PAST
‘Nobody criticized John.’

b. John-wa nani-mo tabe-*(nak)-atta.
John-top what-mo eat- *(SN)-PAST
‘John didn’t eat anything.’

In contrast to the instances of strict negative concord in (83)-(86), Spanish,
Italian and European Portuguese exemplify nonstrict negative concord. The
examples in (87a) and (88a) illustrate that a postverbal n-word requires the
presence of a preverbal marker of sentential negation. However, when the
n-word is in preverbal position, the negation marker is not used in the expres-
sion of a single negation reading (87b), (88b) (examples from Zanuttini 1991,
Herburger 2001).

(87) a. Mario *(non) ha parlato di niente con nessuno. [Italian]
Mario *(sN) has talked about nothing to nobody.
‘Mario didn’t talk to anyone about anything.’
b. Nessuno (*?non) ha parlato con nessuno.
Nobody (*7?sN) has talked with nobody.
‘Nobody talked to anyone.’
(88) a. *(No) he visto a nadie. [Spanish]
*(sN) has seen nobody
‘He hasn’t seen anybody.’
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b. Nadie (*?no) ha dicho nada.
Nobody (*?sN) has said nothing
‘Nobody said anything.’

The phenomenon whereby the negative concord relation is established exclusively
between n-words is called negative spread. The examples (87b) and (88b) exem-
plify negative spread in a nonstrict negative concord language, because the expres-
sion of a single negation relies on a sequence of negative indefinites, without the
support of a marker of sentential negation.

In nonstrict negative concord languages, negative spread is found in certain
constructions, but not others. Systematic negative spread is exemplified by spoken
French (89a). The combination of an n-word with the marker of sentential negation
pas always leads to double negation readings (89b).

(89) a. Personnea rien dit. [Spoken French]
Nobody has nothing said
‘Nobody said anything.’
b. Il estpas venu pour rien.
Heis SN come for nothing
# He didn’t come for anything. [NC]
= ‘He didn’t come for nothing.’ [DN]

In the remainder of this book, I will reserve the term negative spread for languages
such as spoken French, in which the marker of sentential negation is always
incompatible with n-words in the expression of a single negation reading. I will
use the term nonstrict NC for languages such as Italian and Spanish that require
the support of a marker of sentential negation in postverbal, but not in preverbal,
position.

Any typological theory of negative concord needs to provide an analysis of the
three main systems of strict NC, nonstrict NC and negative spread. Furthermore,
languages do not always clearly fall into one of these three categories. Optional
instances of the negation marker and mixed patterns are attested, and need to be
integrated in such a typological theory of negation. Chapter 5 provides details on
many languages, and develops a range of grammars to handle the observations.

1.6.2 The Marker of Sentential Negation in the Debate
on Negative Concord

As pointed out by de Swart and Sag (2002: 401), the fact that the role of the marker
of sentential negation in negative concord is subject to considerable cross-linguistic
variation constitutes a significant problem for approaches to negative concord in
which sentential negation plays an important role as the licensor of the n-word
(Laka 1990, Ladusaw 1992, Przepiérkowski and Kup$¢ 1999, Giannakidou 1998,
2000, Zeijlstra 2004 and others).
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Licensing conditions on negative polarity items like (any, Dutch hoeven, etc.)
and minimizers (a red cent, a drop) are by and large the same across languages.
Variation occurs among weak, medium and strong NPIs, but this variation is cross-
linguistically stable. If negative concord involves licensing of the n-word by a
marker of sentential negation or a negative head, the strict NC, non strict NC and
negative spread languages require different sets of licensing conditions on n-words.
According to Ladusaw (1992: footnotes 10 and 11), a proliferation of licensing
conditions is not very attractive.

Zeijlstra (2004, Chapter 7) fully endorses the consequences of the licensing
approach, and claims that negative markers in different types of negative concord
languages have different negation features. Variation thus resides in the lexicon.
Zeijlstra exploits the distinction the minimalist framework establishes between
interpretable and noninterpretable features to this end.

The negation marker in a nonstrict negative concord language such as Italian or
Spanish (87 and 88 above) has an interpretable Neg-feature, but the negation
marker in strict negative concord languages such as Polish, Greek, Japanese or
Romanian (83-86) has an uninterpretable Neg-feature. N-words and negative
markers in strict NC languages participate in a feature-checking relation with an
abstract, i.e. phonologically empty but semantically potent operator that takes
clausal scope. In nonstrict NC languages, the uninterpretable feature of the postverbal
n-word is checked against the interpretable feature of the marker of negation, whereas
the uninterpretable feature of the preverbal n-word is checked against the interpretable
Neg-feature of an abstract negation operator.

Within the overall set-up of the minimalist framework, the covert negative operator
is motivated by the unified treatment of negative concord in terms of syntactic rather
than semantic agreement (Zeijlstra 2004: 246). In a more surface-oriented syntax, an
approach which does not need negations that are semantically potent, but syntacti-
cally ‘hidden’, would be preferred, as outlined in Section 4.6. Zanuttini (1991: 126
sqq) and Ladusaw (1992) have already made this point in relation to Laka’s (1990)
postulation of a P that hosts semantic negation, but is not always filled with lexical
material (cf. Section 4). Although Zeijlstra uses a more recent version of the
Chomskian paradigm, he is vulnerable to the same criticism. Under the assumption
that covert negation operators are not allowed, it is impossible to reduce negative
concord to syntactic agreement, and we are back to where Zanuttini and Ladusaw
were in the early nineties.

Watanabe (2004) and Boskovi¢ (2008) provide an alternative which also relies
on the notion of feature checking in the minimalist framework. Unlike Zeijlstra,
Watanabe and BoSkovi¢ take n-words to be inherently negative (cf. Section 4.5).
This raises the question of how the combination of a marker of sentential negation
and an n-word can express a single rather than a double negation in contexts like
(83)—(86). In double negation as well as negative concord languages, the negative
head also contributes a negation.

Watanabe proposes an indirect account in terms of checking focus features,
which leads to the copying of neg-features in negative concord languages. Feature
copying guarantees the presence of two neg-features on the negative head. The two
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neg-features cancel each other out, so that the negative head in (83)—(86) denotes
the identity function, rather than negation. BoSkovi¢ proposes two projections for
negation, one with an interpretation, and the other with an uninterpretable feature
for negation.

Although Watanabe and BoSkovi¢ account for the doubling of an n-word by a
marker of sentential negation in strict and non strict NC languages along these
lines, they do not account for the possibility of sequences of multiple n-words in
such languages, as illustrated in (90). Watanabe (2004) only discusses the Italian
examples in (90a), but data from Hungarian and Greek can be added (examples
from Surdnyi 2006a, b, Giannakidou 2000).

(90) a. Mario non ha parlato di niente con nessuno. [Ttalian]

Mario sN  has talked about nothing to nobody
‘Mario didn’t talk to anyone about anything.’

b. Sehol nem lat-t-am senki-t. [Hungarian]
Nowhere SN see-PAST-18G nobody-Acc
‘I did not see anybody anywhere.’

c. KanEenas dhen ipe POTE TIPOTA s€ KANENAN, [Greek]
nobody SN  said.3sG never nothing to nobody
‘Nobody said anything to anyone.’

The mechanism of feature copying applies to the negative head non/nem/dhen, but
leaves the negative value of niente/nessuno as well as sehol/senki and KANENAS/POTE/
7IpoTA intact. In order to obtain the single rather than the double negation reading of
examples like (90), Watanabe suggests that the polyadic quantifier treatment pro-
posed by de Swart and Sag provides a good analysis of negative spread. Watanabe
(2004) claims that the extension of this account to negative doubling, as proposed by
de Swart and Sag, is not justified, given his treatment of negative doubling.

However, it is just as easy to turn this argument around, and defend the view that
a unified analysis, if possible, is preferred. There is no need for an account of nega-
tive doubling separate from negative spread under the polyadic quantifier analysis,
as the mechanism of resumption of negative quantifiers can account for both
phenomena.

1.6.3 Sentential Negation in the Polyadic Quantifier Approach

de Swart and Sag (2002) extend the construction of the resumptive quantifier to
include mixed cases in which a sequence of Neg-expressions combines with a
marker of sentential negation. Of course, sentential negation is a propositional
operator, not a variable binding operator. In terms of the polyadic quantifier theory,
this means that it is an expression of a different type. Full NPs (or DPs) denote
functions from the power set of the universe of discourse provided by a one-place
predicate to truth values; they are defined as type <1> quantifiers in the Lindstrém
type system used by Keenan and Westerstdhl (1997). Determiners map a one-place
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predicate onto a DP, so they denote functions from the power set of the universe of
discourse to type <1> quantifiers; they are defined as type <1,1> quantifiers.

A sentential operator like negation is a function from propositional entities into
truth-values. Propositions correspond to zero-place predicates, because they denote
truth values. This opens the way for the treatment of a nonvariable binding operator
such as negation as a quantifier with adicity zero, or a quantifier of type <0>. This
proposal is fleshed out in (91).

(91) Non-variable binding, propositional operators such as negation are treated as
quantifiers of type <0>.

Once the treatment of sentential negation as a quantifier of type <0> is in place,
the definition of resumption can be extended to allow resumption of quantifiers of
different types.

Recall that a resumptive negative quantifier interprets a sequence of anti-additive
quantifiers Q'... Q* of type <1,1> as one complex negative quantifier Res,, of type
<1, k> (cf. Section 5). This means that the resumptive quantifier maps a series of
k one-place predicates and one k-ary predicate onto a proposition. As such, it binds
the sum of all the variables of the composing quantifiers. Given that sentential
negation does not bind any variables, it does not add any variables to the sum of
bound variables, and it does not change the type of the resumptive quantifier.

The extension of the rule for resumptive quantification to a sequence of negative
quantifiers that involves a mixture of type <1,1> and type <0> quantifiers is defined
in (92).

(92) Resumption of a sequence of k type <1,1> quantifiers Q and [/ type <0>
quantifiers Q’ leads to the construction of a resumptive quantifier Q” of type
<1¥, k>, such that:

Q” Al...Ak(R) — Al x A2 x ...Ak (R)
E Ek

Where A A are subsets of the universe of discourse E, and A XA X ...
A, and R are subsets of E*.

As before, resumption is defined only for quantifiers that are somehow ‘the same’.
The resumptive negative quantifier is defined only for anti-additive quantifiers such
as nobody, nessuno, personne, etc. As an antimorphic operator, the semantics of
not, non, nem, dhen subsumes anti-additivity, so the marker of sentential negation
is sufficiently similar to that of the negative indefinite to participate in the resump-
tive negative quantifier. As a type <0> quantifier, however, it does not affect the
type of the resumptive quantifier, and does not change the number of variables
bound by the polyadic negative quantifier.

The Italian example in (90a), repeated in (93), and analyzed by means of the
extended definition of resumption of negative quantifiers illustrates that this process
leads to the desired truth conditions for the sentence.

(93) a. Mario non ha parlato di niente Con nessuno. [Italian]
Mario sN  has talked about nothing to nobody
‘Mario didn’t talk to anyone about anything.’
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b. NoO "WXHM(TALK_ABOUT, )
¢. —dxdy talk_about(m,x,y)

The two n-words niente and nessuno in (93a) provide two type <1> quantifiers, the
negation marker non provides a type <0> quantifier, and the verb applied to the
subject (written as TALK_ABOUT ) denotes a two-place relation. The resumptive
quantifier is spelled out in (93b) as No,™" * "™ (TALK_ABOUT,). The polyadic
negative quantifier binds two individual variables, and requires no pair of a thing
and a human to stand in the relation of be-talked-about-by-Mario. This corresponds
with the truth conditions spelled out by means of the first-order formula
—3xdy talk_about (m,x,y) in (93c), which requires that there not be a thing x and
an individual y such that Mario talked about x to y. The negation marker non has
been absorbed in the mixed resumptive quantifier, and leaves no separate reflection
in the truth conditions.

The extended definition of resumptive negation quantification emphasizes that
the polyadic quantifier analysis relies on n-words, not on sentential negation to
express a negative proposition involving multiple indefinites. Accordingly, de
Swart and Sag (2002: 401) conclude that the marker of sentential negation is
semantically redundant in a negative concord context.

The conclusion drawn by de Swart and Sag should not be misunderstood. Of
course, concord languages have a marker of sentential negation, just like any other
language. Furthermore, this marker contributes the meaning of the truth-conditional
connective -, and is employed in the language to convey propositional negation in
environments like (94).

(94) a. Gianni non mangia. [Italian]

Gianni SN eat
‘Gianni doesn’t eat.’

b. Jéanos nem dohényz-ik. [Hungarian]
Janos sN  smoke.3sG
‘Janos doesn’t smoke.’

c. dhentha tu to ksana dhosi [Greek]
SN will to.him it again give.PERF.3SG
‘He will not give it to him again.’

In examples like (94), the negation marker is responsible for the syntactic marking
of negation, as well as for the semantic interpretation of the sentence as expressing
a negative proposition. So there is no doubt about the marker of sentential negation
actually having the semantics of a negation operator in double negation and nega-
tive concord languages alike. The syntactic and semantic status of the markers non,
nem and dhen in (90) is strictly the same as that of non, nem and dhen in (94).

In fact, non, nem and dhen in (90) must have the semantics of a truth-functional
negation operator; otherwise they cannot participate in the resumption of a sequence
of anti-additive quantifiers (93). It is just that in the course of the resumption
process, the negation contributed by the sentential negation marker is absorbed in
the polyadic negative quantifier, so no separate contribution of non is spelled out



1.7  Outline of the Book 51

in the truth conditions in (93c). In the absence of an n-word, no resumptive negative
quantifier is built, so the semantic contribution of non and nem is directly reflected in
the truth conditions of (94). Thus the claim that negation is semantically redundant
is restricted to sentences involving one or more n-words.

The polyadic quantifier analysis provides a straightforward explanation for the
fact that sentential negation is semantically redundant in contexts of resumption,
although not in contexts involving just propositional negation. de Swart and Sag
(2002) draw on this insight, and predict that languages are free to exclude the
marker of negation from concord constructions (as observed for pas in French,
(89a)) or include the negation marker in the concord system, and exploit it for syn-
tactic purposes, as in nonstrict and strict concord languages. The three varieties of
negative concord classified as strict NC, non strict NC and negative spread in
Section 6.1 reflect the main typological patterns attested in natural language.

de Swart and Sag (2002) do not offer a typological theory that accounts for the
different uses languages make of the marker of sentential negation in contexts
involving n-words. The HPSG analysis provides the syntax—semantic interface of
natural language grammars in general, and does not predict which language works
out which option. Chapter 5 couples the polyadic quantifier analysis proposed by de
Swart and Sag (2002) with an OT grammar that accounts for the three main varieties
of negative concord, as an extension of the analysis developed in Chapter 4.

1.7 Outline of the Book

The analysis of the expression and interpretation of negation in this book is formu-
lated in the framework of OT. An early case study of negation in OT by Newson
(1998) suggests that cross-linguistic variation in the expression of negation can be
accounted for in terms of different rankings of constraints. Newson’s paper deals
mostly with English and Hungarian, and his analysis relies on specific syntactic
assumptions from the Minimalist Program. Morimoto (2001) presents an OT-LFG
analysis of the placement of negation in the sentence.

There are clear similarities between these early OT accounts, and the analysis
developed in this book. In all proposals, the constraint rankings seek a balance
between the proliferation of negative expressions in some languages, versus a ban
on multiplication of negation in others. My work shares with Morimoto’s a concern
with the placement of negation in relation to the verb. With Newson, I intend to
connect the formal realization of negation to its interpretation. However, the analysis
developed in this book is more general than its precursors in four respects.

First, it expands the empirical domain of the study to a larger number of languages,
so that a broader typological perspective on negation in natural language can be
developed. Second, this book explores not only the marker of sentential negation
corresponding to not in English, but also negative quantifiers such as the English
nobody in relation to the n-words characteristic for negative concord languages
(such as the Italian nessuno and Greek xkAnenan). Third, I investigate not only the
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syntax of negation and negative indefinites, but also their semantics, and the way
form and meaning hang together in the syntax—semantics interface of negation.
Fourth and finally, the analysis is mostly neutral with respect to the syntactic theory
in which the syntactic constraints are formulated, and relies on fairly general
assumptions about phrase structure and word order. This means that the analysis is
compatible with different grammatical frameworks.

The analysis makes two specific assumptions that are not necessarily shared by
all syntactic theories. First, it is exclusively surface oriented, and does not account
for semantic effects (scope, licensing, etc.) in terms of syntactic movement. Second,
it does not rely on empty categories. These two assumptions are shared by gram-
matical theories such as HPSG and LFG, but typically not by the Minimalist
Program (or Principles and Parameters). The restrictions I impose on the general
format of the grammar have important consequences for my analysis of negation.
In particular, I shy away from covert negation operators (syntactically invisible,
but semantically potent negations), and empty negations (syntactically visible, but
semantically inactive negations).

Both covert and empty negations are widely used in current analyses of negation
discussed in this chapter. My analysis will be different from some of the influential
proposals in the literature because of the severe restrictions imposed on the syntax—
semantics interface. However, I believe that the limitations provide a more insightful
perspective on cross-linguistic variation. If it is possible to develop a typology of the
expression and interpretation of negation without covert and empty negations, it would
provide a more economical and explanatory theory of cross-linguistic variation.

In order to set the stage for the analysis to be developed in later chapters,
Chapter 2 offers an introduction to OT. This chapter motivates the use of OT to
provide the grammar of individual languages, and shows how it functions as a
theory of linguistic variation, both in a synchronic (typology) and diachronic per-
spective (language change). The basic assumptions underlying OT syntax and OT
semantics are spelled out, and bidirectional OT is offered as a theory of the syntax-
semantics interface.

Chapter 3 focuses on the expression and interpretation of propositional negation.
The chapter takes its starting point in the markedness of negation, and derives the
basic constraints of the OT system used in this book from the asymmetry between
assertion and negation. The conflict between the faithfulness constraint FNEG (be
faithful to negation in the input) and the markedness constraint *NEG (avoid negation)
is resolved by ranking FNEG above *NEG in all languages. This derives Dahl’s
(1979) generalization that negation is a universal category of natural language.

The chapter further discusses the different positions and realizations of negation
in a typological perspective. The different systems are related to diachronic change.
The Jespersen cycle is modeled as a series of constraint re-rankings.

Chapter 4 works out a bidirectional OT typology on top of the polyadic quanti-
fier analysis developed by de Swart and Sag (2002). Double negation and negative
concord languages strike a different balance between two opposing tendencies. On
the one hand, there is strong motivation in favor of the marking of “negative variables”
(Corblin and Tovena 2003), which drives the use of n-words in negative concord
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languages. On the other hand, languages prefer (first-order) iteration over a (second-
order) resumptive interpretation, and this preference wins in double negation languages.
The syntactic and semantic needs are balanced by the economy constraint *NEG.

Chapter 5 puts Chapters 3 and 4 together in a study of the interaction of negation
and negative indefinites in double negation and negative concord languages. The
OT analysis accounts for the different negative concord systems one finds in typology
and diachrony. The ranking of constraints targeting scope marking of negation
governs the use of the negation marker in strict and nonstrict negative concord.
Negative spread results under rankings in which the scope constraints rank below
the economy constraint *NEG.

Chapter 6 (Section 4) takes another look at the interaction of n-words and the
negation marker. No negative concord is established with constituent negation or
across clause boundaries. This confirms that double negation is not a conceptual
problem in negative concord languages, but a grammatical phenomenon concerning
sequences of negative indefinites within a single argument structure. The double
negation readings arising with the combination of an n-word and pas in spoken
French, exemplified in (89b) will be shown to be part of a systematic pattern. The
negation marker is not needed in (89b) in order to express a single negation reading,
as indicated by (89a). For economy reasons, it should therefore be left out. If it is
inserted anyway, its presence needs to be justified for interpretive reasons. The com-
bination of a syntactically marked expression with the semantically marked double
negation interpretation is accounted for in a weak bidirectional OT framework.

Double negation readings do not arise in the interaction of the negation marker
and n-words in strict negative concord languages with a single negation marker, as
observed by Giannakidou (2006). In the OT analysis, this is the result of the negation
marker being licensed as a scope marker, which leaves no room for weak bidirec-
tionality. However, double negation readings do arise in strict negative concord
languages with discontinuous negation, in nonstrict negative concord languages
and in languages exemplifying negative spread, as Chapter 6 will show. Although
the examples are rare, and sometimes conceived as marginal, their existence provides
independent support for the OT analysis advanced in this book.

Chapter 7 summarizes the main conclusions to be drawn from the proposals
made in the book, and sketches perspectives for further typological and theoretical
research.
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Chapter 2
Expressive and Interpretive Optimization

Introduction and overview This chapter is an outline of Optimality Theory (OT)
as a model of grammar. OT is a linguistic theory that is explicitly embedded in
a broader cognitive architecture. Expressive optimization is used as a theory of
syntax, and interpretive optimization as a theory of semantics. In bidirectional OT,
the two come together in a theory of the syntax—semantics interface. As far as the
empirical coverage is concerned, this book focuses on the use of OT in typology,
with stochastic extensions for language variation and language change.

2.1 Fundamentals of OT as a Model of Grammar

Prince and Smolensky (1997) explore the implications of neural computation as
optimization for the theory of grammar. Optimization over symbolic linguistic
structures provides the core of a new grammatical architecture, called Optimality
Theory. ‘The proposition that grammaticality equals optimality sheds light on a
wide range of phenomena, from the gulf between production and comprehension in
child language, to language learnability, to the fundamental questions of linguistic
theory: What is it that the grammars of all languages share, and how may they dif-
fer?” (Prince and Smolensky 1997: 1604).

Prince and Smolensky’s conceptualization of linguistic theory through optimiza-
tion principles is embedded in a broader theory of the mind, most recently explored
in Smolensky and Legendre (2006). In this work, the authors develop a cognitive
architecture based on neural computation, but supporting formally explicit higher-
level symbolic descriptions.

According to Smolensky and Legendre (2006: 209), the basic idea is that mental
representations are instantiated in the activation values of connectionist units.
When analyzed at a higher level as distributed patterns of activity, these same rep-
resentations are seen as realizations of symbolic structures. In this way, cognitive
theories based on neural computation and linguistic theories employing symbolic
computation can be integrated, and strengthen each other.
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In this chapter, I briefly discuss the grounding of OT in a connectionist cognitive
architecture, and present the formal organization of the theory (Section 1). Section
2 discusses applications of the OT model in syntax. Section 3 does the same for
semantics. Section 4 brings syntax and semantics together in bidirectional OT.
Sections 5 and 6 discuss issues in language typology and language change that are
relevant to the concerns of this book. The discussion on the fundamentals in this
section is based mostly on Smolensky and Legendre (2006: Chapter 1).

Following widely accepted views in cognitive neuroscience, Smolensky and
Legendre (2006) adopt a connectionist cognitive architecture. They consider the brain
to be a massively parallel computer consisting of billions of processors (neurons).
These processors manipulate numbers (neural activation levels). The quantitative inter-
nal interactions within the computer (the efficacy of synaptic connections between
neurons) change in response to the statistical properties of the computer’s experience.
The study of the way complex cognitive functions are computed by the brain exploits
mathematical models of neural computation known as connectionist networks.

Connectionist networks are collections of simple, parallel computing elements,
each of which carries a numerical activation value that it computes from the values
of neighboring elements in the network. Each connection carries a numerical
strength or weight. The network elements (units) influence each other’s values
through connections. In a typical connectionist network, input to the system is
provided by imposing activation values on the input units of the network. The acti-
vation on the input units propagates along the connections until some set of activa-
tion values emerges on the output units. These activation values encode the output
the system has computed from the input. Mediating between the input and output
units, there may be hidden units that do not participate directly in the representation
of either the input or the output.

The computation performed by the network in transforming the input pattern of
activity to the output pattern depends on the set of connection strengths. These
weights are regarded as encoding the system’s knowledge. Many connectionist
networks perform optimization: they compute those activation values for hidden
and output units that, together with the given activation values of the input units,
maximize a measure of well-formedness, called harmony. The harmony of a network
is interpreted as the degree to which the state satisfies a set of ‘soft’ constraints
implemented in the network’s connections. Thus, when the network achieves a state
of maximal harmony, it has optimally satisfied these constraints.

In the field of cognitive science, connectionist networks are used to model a
wide variety of cognitive tasks. OT is an application of the connectionist view to
language. A possible linguistic structure is evaluated by a set of well-formedness
constraints, each of which defines one desirable aspect of an ideal linguistic repre-
sentation. These constraints are highly general, and frequently conflicting.
Typically, no structure meets all the constraints, and a mechanism is needed for
deciding which constraints are the most important. The well-formed or grammati-
cal structures are the ones that optimally satisfy the constraints, taking into account
differing strength or priority of constraints.
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In ordinal OT, the constraints are ranked in a strict domination hierarchy. This
means that each constraint has complete priority over all the constraints that are
lower in the hierarchy. An optimal structure may violate a given constraint C, but
only if that permits the structure to better satisfy some constraint C' ranked above
C. The constraints of OT are in this sense minimally violable, and grammaticality
is defined in terms of maximal harmony. An ordinal OT grammar is a set of con-
straints defining the preferred characteristics of linguistic representations, priority-
ranked in a strict domination hierarchy. A fundamental hypothesis of OT is that
human grammars differ only in ranking, that is, in the way conflicts among con-
straints are solved. Given that the ranking varies across languages, it must be
learned. The constraints themselves are the same across languages — they are
strictly universal.

The origin of these universal constraints is very much an open question, one
on which OT itself is silent. Many OT constraints are grounded in general cogni-
tive or functional principles. In this book, I will not be committed to the view that
the constraints adopted are innate, but I do not exclude this as a possibility either.
I will come back to the grounding of the constraints governing the expression and
interpretation of affirmation and negation in an evolutionary perspective in
Chapter 3.

The constraints are universal, but the constraint ranking is language specific.
Grammatical knowledge of a particular language is knowledge of the constraint
hierarchy. Use of that knowledge then consists in determining, under various condi-
tions, which linguistic structures optimally satisfy the constraint hierarchy of a
particular language. Grammatical knowledge determines the expression of a given
meaning by the speaker (production) as well as the interpretation of a given expres-
sion by the hearer (comprehension). The two directions of expressive optimization
(from meaning to form) and interpretive optimization (from form to meaning) are
central to this book.

Despite its embedding in a broader theory of cognitive science, the develop-
ments and applications of OT have first and foremost been centered in theo-
retical linguistics. This is how I will use OT in this book. The earliest applications
of OT were concerned with phonology (Prince and Smolensky 1993/2004,
McCarthy 2002). Applications to syntax followed quite quickly (Aissen 1999,
2003, Grimshaw 1997, Sells 2001, the volumes edited by Barbosa et al. 1998
and Legendre et al. 2001). The OT study of semantics and pragmatics took shape
in the works of Hendriks and de Hoop (2001) and de Hoop and de Swart (2000).
Bidirectionality first emerged in Blutner (1998, 2000), and in the volume edited
by Blutner and Zeevat (2003), followed by Blutner et al. (2006) and Hendriks et al.
(2009).

Given that this book is concerned with the marking and interpretation of nega-
tion, bidirectionality is a central notion. Section 2 focuses on expressive optimiza-
tion as a theory of syntax, Section 3 develops the notion of interpretive optimization
as a theory of semantics, and Section 4 presents bidirectional OT as a theory of the
syntax—semantics interface.
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2.2 Fundamentals of OT Syntax

Smolensky and Legendre (2006: Chapter 12) characterize grammatical knowledge
as a system of universal violable constraints on well-formed linguistic combina-
tions, ranked in a language-particular hierarchy. OT is a framework for stating theo-
ries of linguistic phenomena; it is not itself such a theory. In other words, OT is a
theory of the structure of universal grammar, not of its content.

In OT syntax, the input consists of a meaning or interpretation, and the output
units are forms or expressions. A meaning is a dynamic semantic structure, typically
a logical representation of predicate—argument and operator—variable structure,
possibly including the discourse status of elements (such as topic or new informa-
tion). A form is a sequence of words structured into syntactic constituents (phrases),
possibly containing other syntactic information. The function GEN specifies the set
of candidate expressions for a particular interpretation.

GEN is constrained by a correspondence function between interpretations and
forms. A correspondence relation connects the entities of the meaning (predicates,
arguments, operators, variables) with the elements that express them in the syntac-
tic form in such a way that parts of the linguistic form are related to parts of the
meaning. Wholes derive their meanings from their parts and the way these parts are
combined, although not necessarily in the strict way the principle of compositional-
ity of meaning is often conceived (cf. Blutner et al. 2003).

In practice, the output candidates generated by GEN are required to consist of
licit elements from the universal vocabularies of linguistic representation, respect-
ing X-bar structure, heads/complementizer configurations, etc. (Kager 1999: 20).
The grammatical expression of a particular input meaning is the candidate gener-
ated by GEN that is evaluated as the ‘best’, ‘least marked’, most harmonic, or most
optimal according to the constraint ranking in the language. GEN generates a poten-
tially infinite set of candidate forms.

Legendre (2001) discusses a simple example involving expressive optimization.
In certain languages (e.g., English), weather verbs take an expletive subject (1a). In
other languages (e.g., Italian), a subjectless sentence is used (1b).

(1) a. Itisraining. [English]
b. Piove. [Italian]
Rain.3sG

Obviously, English and Italian use different lexical items to represent the meaning
‘rain’, but that is not the issue here; both use a weather verb. Semantically, weather
predicates are zero-place predicates. One-place predicates such as sing or laugh predi-
cate singing or laughing of someone. But rain is not predicated of anything. In the
absence of an argument position in the lexical semantics of the verb, the two lan-
guages make a different choice with respect to the tendency of well-formed sen-
tences of natural language to have clauses with an explicit subject (favoring the
English structure in 1a), and the desire to give content to all the expressions used
in the sentence. Expletive subjects do not have content, so the pressure to use only
meaningful expressions favors the Italian structure in (1b).
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In OT, violable constraints model such conflicting tendencies. Legendre proposes
the two constraints SUBJECT and FULL-INTERPRETATION, as defined in (2).

(2) a. Susjsect: all clauses must have a subject.
b. FULL-INTERPRETATION: all constituents in the sentence must be interpreted.

These constraints come into play when the speaker builds a well-formed sentence
based on the input of the weather verb. The content ‘rain-here-and-now’, represented
as = constitutes the message that the speaker intends to convey. Given that weather
predicates are zero-place predicates, the two constraints SUBJECT and FuULL-
INTERPRETATION are giving conflicting instructions for the best form to use. The
constraint SUBJECT favors a sentence with an expletive subject (as in 1a), whereas
the constraint FULL-INTERPRETATION prefers a subjectless sentence (as in 1b).

Crucially, the choice between the two constructions is not free. The English
sentence would be ungrammatical without the expletive subject, and Italian does
not have an expletive form that could take the place of it in (1b). What is the gram-
mar that accounts for the two languages?

Suppose GEN produces two possible sentences: one with an expletive subject and the
other without a subject as the possible outputs for an input containing a weather verb.
The grammatical contrast between English and Italian can then be modeled as a differ-
ence between the importance or strength of the two constraints. In English, SUBJECT is
the dominant constraint, and a violation of FULL-INTERPRETATION is accepted when the
input contains a zero-place predicate. In Italian, FULL-INTERPRETATION is the dominant
constraint, and a violation of SUBJECT is accepted in such cases.

The ranking and the process of optimization is modeled in Tableaux | and 2,
which provide the English and Italian patterns with weather verbs, respectively.

The top left-hand cell in the two tableaux represents the input meaning #~. There
are infinitely many ways in which the speaker could convey the meaning #, many
of them nonlinguistic (e.g., by pointing at the sky, sighing while getting out an
umbrella, performing a rain dance, etc.). Linguistic expressions are the only possible
outputs considered in this book. Even so, an infinite number of options remain,
some banal, others poetic, ironic, or bizarre. For simplicity, the only forms listed as
possible candidates for the expression of the meaning 4 are simple sentences using
a weather verb. Thus, the candidates in Tableaux 1 and 2 list a finite subset of a
possibly infinite set of output candidates.

Tableau 1 Weather verbs in English (production)

Meaning Form SUBJECT FuLL-INT
Rains *
& | It rains *

Tableau 2 Weather verbs in Italian (production)

Meaning #~ | Form FuLL-INT SUBJECT
%" | Piove *

EXPL piove *
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Tableaux | and 2 are concerned with the choice between a sentence with an
expletive subject and a subjectless sentence. The well-formedness of the sentence
depends on the ranking of the two violable constraints, SUBJECT and FuULL-
INTERPRETATION. The constraints are ranked across the top, going from the highest
ranked constraint on the left to the lowest ranked constraint on the right.

An asterisk (*) in a cell indicates a violation of the constraint. An expletive sub-
ject violates the constraint FULL-INTERPRETATION: the word if in it is raining does
not have a meaning. Subjectless sentences such as piove violate the constraint
SusJEeCT. The little hand (¥°) points at the optimal candidate. According to the strict
domination hierarchy in ordinal OT, the optimal candidate is the grammatical
sentence in the language at hand. Suboptimal candidates are not simply less good,
but plain ungrammatical. This is known as the principle that ‘the winner takes all.’

Tableaux 1 and 2 reflect that in languages like English it is more important to
have a subject than to avoid meaningless words, whereas in languages like Italian,
it is more important to have only meaningful words in the sentence than to have a
subject. In running texts, the two grammars are written as SUBJECT >> FULL-
INTERPRETATION for English and FULL-INTERPRETATION >> SUBJECT for Italian. In
general, C, >> C, indicates that constraint C, is ranked above C,.

The well-formedness constraints used in OT are of two general types: marked-
ness constraints and faithfulness constraints. Faithfulness constraints evaluate the
relation between input and output. The constraint FULL-INTERPRETATION in (2b) is
a faithfulness constraint: it relates parts of the form to a correspondent in the input
meaning. A markedness constraint is output oriented. Markedness constraints in
OT syntax exclusively concern constraints on form. The constraint SUBJECT defined
in (2a) is a markedness constraint: the requirement that clauses must have a subject
is a requirement on forms that is unrelated to the input meaning.

The notion of markedness goes back to the Prague school of linguistics
(Trubetzkoy 1931, 1939, Jakobson 1962, 1971). In later developments of linguis-
tics, the notion of markedness was conceived as problematic for formal linguistic
theory, because the concept proved difficult to define (cf. Haspelmath 2006 for an
overview). In OT, markedness theory plays a central role. Marked structures are
identified as those that violate a universal constraint in OT. Given that constraints
are violable, and candidates compete, OT can maintain a notion of markedness,
even if we are dealing with tendencies, and degrees of markedness.

As already outlined in Chapter 1, the markedness of negation with respect to
affirmation is the starting point of the analysis. In Chapter 3, the core faithfulness
and markedness constraints concerning negation will be derived in an evolutionary
OT approach. The markedness of negation carries over to the next level of complexity:
Chapters 4, 5, and 6 investigate the markedness of double negation with respect to
single negation in the syntax as well as in the semantics. Throughout the book, new
faithfulness constraints are grounded in cognitive and functional principles.

The analysis of the contrast in (1) shows that differences between languages can
be explained through a different ranking of the same set of constraints. This is
called typology by reranking. The space of all possible human grammars is formally
specified by the factorial ranking possibilities of the set of constraints. So a set of
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two constraints allows two possible rankings, a set of three constraints allows eight
possible rankings, and so on. In practice, the number of possible languages is
smaller than the number of possible rankings within the factorial typology.
Constraint rankings implementing markedness hierarchies may be universal, or
permit only restricted reranking because of implicational hierarchies. In other
cases, several different constraint rankings define the same language because two
or more constraints do not interact, so their ranking with respect to each other does
not lead to a different grammar. Nevertheless, typology by reranking remains an
important tool for the description of cross-linguistic variation.

In this book, typology by reranking is explored at the syntax—semantics inter-
face, and exploited to define classes of languages with respect to the expression and
interpretation of negation.

2.3 Fundamentals of OT Semantics

OT semantics is a mirror image of OT syntax, and spells out a process of interpre-
tive optimization. The input is a given form, and the output involves a set of candidate
meanings. The form is a sequence of words structured into syntactic constituents
(phrases). A meaning is a dynamic semantic structure, including a logical representa-
tion of predicate—argument and operator—variable structure, and temporal-information
structure, if applicable. The function INT specifies the set of candidate meanings for
a particular expression. INT is constrained by a correspondence function between
forms and interpretations. INT generates a potentially infinite set of meanings
(Hendriks and de Hoop 2001).

The candidates generated by INT are constrained by standard semantic theories
such as type theory, the lambda calculus, and generalized quantifier theory. The
interpretation of a particular input expression is now the candidate generated by INT
that is evaluated as the ‘best’, ‘least marked’, most harmonic, or most optimal
according to the constraint ranking in the language at hand.

Analyses in terms of interpretive optimization have been formulated for issues
involving anaphora resolution of reflexives and pronouns, discourse anaphora,
temporal structure, focus, the conceptualization of color terms, and lexical
semantics (cf. Hendriks and de Hoop 2001; de Hoop and de Swart 2000; Zwarts
2003, 2004; Hendriks 2004a, b; Blutner et al. 2006; Jdger and van Rooy 2007;
Hendriks et al. 2009). In this section, I discuss the temporal structure of when-
clauses (based on de Hoop and de Swart 2000) as an example of interpretive
optimization.

Temporal adjunct clauses introduced by when, before, after, etc. come with tense
and aspect. Heindimiki (1978) points out that the temporal relation established by
when depends on the aspectual features of the main and the subordinate clause.
Intervals or moments denoted by event predicates are included in the intervals
referred to by durative sentences (3a). Two durative sentences overlap in time (3b),
and two event predicates describe events happening in succession (3c).
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(3) a. Everybody was away when Jane destroyed the documents.
b. It was raining in San Francisco when we were there.
c. When Robert wrecked the car, Jane fixed it.

Heindmaiki’s claim that two events related by when happen in succession (3c) has
been challenged. According to de Swart (1999), neither preposed nor postponed
when-clauses express a succession of events in which the event described by the
subordinate clause follows the main clause event, even if this is strongly suggested
by world knowledge, compare (4a—d).

(4) a. When the president asked who would support her, Robert raised his hand.
b. Robert raised his hand when the president asked who would support her.
c. When Robert raised his hand, the president asked who would support her.
d. The president asked who would support her when Robert raised his hand.
e. The president asked who would support her. Robert raised his hand.

The preposed when-clauses in (4a, c) allow for only one reading. In both cases, the
main clause event is located shortly after the event described by the subordinate
clause. The main clause event is caused by or otherwise made possible by the sub-
ordinate clause event. The preferred reading of (4b) is the same as that of (4a).
However, an alternative interpretation is available in which Robert raises his hand
just at the moment at which the president asks who would support her. Under this
reading, there is no causal connection between the two actions; there is just a rela-
tion of temporal overlap.

The puzzle is (4d). If two events related by when could describe the two events
as happening in succession independently of subordination, then the prediction
would be that Robert’s raising of his hand is located after the president’s request for
support, just like in the sequence of two independent sentences (4e). Even in the
presence of strong rhetorical support, this reading is unavailable in (4d): no causal
or enablement relation leading from a request for support to a raising of the hand
can be established; there is just a temporal relation between the two events.

De Swart (1999) appeals to topic-focus articulation and the difference in anaphoric
behavior between main and subordinate clauses to explain the paradigm in (4). Main
clauses are anaphoric just like independent clauses. This means that their temporal
anchoring is determined by the relation with the preceding discourse. In line with
Lascarides and Asher’s (1993) claim that temporal relations are derived from the
rhetorical structure of the discourse, an independent clause 3 seeks to establish
a rhetorical relation R(a.,) with an earlier sentence a in the discourse. In an OT setting,
the preference for an anaphoric discourse structure is captured by means of a tempo-
ral version of the constraint DOAP proposed by Hendriks and de Hoop (2001):

(5) Don’t overlook anaphoric possibilities (DOAP): opportunities to establish a
rhetorical relation must be seized.

Following DOAP, a main or independent clause B tries to establish a rhetorical rela-
tion R with a clause o that is already part of the discourse representation structure
built up so far.



2.3 Fundamentals of OT Semantics 63

Time adverbials do not build such an anaphoric relationship. Time adverbials are
presuppositional (Heindmiki 1978), which means that their location in time is
taken to be determined independently of the local context. Accordingly, time adver-
bials cannot fulfill the role of B in a rhetorical relation R(a.,). De Hoop and de
Swart (2000) define a constraint TA on temporal adjuncts that captures their non-
anaphoric behavior (6).

(6) TA: temporal adjuncts do not function as 3 in a rhetorical relation R(a.,[3).

Topic-focus articulation is related to clause order. Preposed temporal clauses as in
(4a, c) are topicalized, and always provide the rhetorical antecedent of the main
clause.! Postponed temporal clauses can be either topic or focus. Thus they provide
the rhetorical antecedent of the main clause (functioning as a in R(a,p)), or they
establish a relation of temporal overlap in the absence of a rhetorical relation. The
MIRROR PRINCIPLE in (7) relates clause order, information structure, and rhetorical
structure.

(7) MIRROR PRINCIPLE (o < 3): a0 < B: R(a.,[3): topic < focus.
The linear order of two syntactic constituents corresponds to the order
antecedent-anaphor in a rhetorical relation, which mirrors the order topic-
focus in the information structure.

Tableau 3 shows that the optimal interpretation for the input sequence of a preposed
when-clause is the result of the satisfaction of all three constraints.

Tableau 3 Preposed when-clause (e.g., 4a, ¢) (interpretation)
Form Meaning TA | DOAP |a < B

when-clause(e,) <
main-clause (e,)

& R(e, ;)
when-clause , main clause

top foc

R(e, ¢,) *
main clause , when-clause
‘top foc

R(e,, €)) . * *
when-clause_ , main clause,
top foc

R(e}, e) * #3%
main clause , when-clause,
top foc

- R, e,) *
when-clause  , main clause,
op foc

- R, e) * *
main clause , when-clause,
op foc

'The term ‘topic’ is used here in the information structuring sense (cf. de Swart 1999) and not in
the syntactic sense (e.g., Rizzi 1997). Compare Haegeman (2001, 2003) for a more general discus-
sion of fronted adverbial adjuncts in syntax.
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There is one interpretation in Tableau 3 that satisfies all three constraints. In this
optimal interpretation, a rhetorical relation is established between the two clauses (sat-
isfaction of DOAP), with the when-clause as the rhetorical antecedent o (satisfaction of
TA). Furthermore, the rhetorical structure satisfies both clause order and topic-focus
articulation (satisfaction of the MIRROR PRINCIPLE . < [3). In the optimal interpretation
of (4a), the president’s request triggers Robert’s raising of his hand as a natural
response, whereas in (4c), Robert’s raising of his hand triggers the president’s request.

Given that the preposed when-clause satisfies all three constraints, this example
does not tell us anything about the ranking of the constraints. Postponed when-
clauses are more informative in this respect. Consider the representation in Tableau 4
for examples like (4b, d).

Postponed when-clauses generally allow two interpretations, as the discussion of
examples (4b, d) made clear. One is the same as the construction with the preposed
when-clause, namely R(e, €,), with the when-clause providing the topic of the
construction, and the antecedent of the rhetorical relation. In Tableau 3, with the
preposed when-clause as input, this interpretation did not violate any constraints,
but in Tableau 4, with the postponed when-clause, the interpretation violates the
MIRROR PRINCIPLE, because the linear order of the main clause and the when-clause
do not correspond to the order antecedent-anaphor in the rhetorical relation. The
MIRROR PRINCIPLE is satisfied by the third candidate, but this candidate violates TA,
which is a higher ranked constraint.

In the final two candidates, no rhetorical relation is established, and when
denotes a relation of temporal overlap between two events. This candidate violates
DOAP, but satisfies the other two. Note that this interpretation requires the when-
clause to be in focus. The candidate in which no rhetorical relation is established,
but the when-clause is interpreted as the topic, incurs an additional violation of the
MIRROR PRINCIPLE, which makes this a suboptimal candidate.

Tableau 4 Postponed when-clause (e.g., 4b, d) (interpretation)
Form Meaning TA | DOAP ia <
main-clause (e,) < :
when-clause(e,)

Ree,. e) P
main clause , when-clause,_ H

top’ foc
& Re,. ¢, *
when-clausemp, main clause :

foc

R(e,, €) *
main clause , when-clause
top foc

Ree, ) _ : o
when-clause_ , main clause, :
top’ foc

~R(e,e) . R
when-clausewp, main clause, :

c

& =R, ¢) *
main clause,,, when-clause,
oc
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The fact that the second and the last candidate both arise as optimal interpretations
suggests that the constraints DOAP and o < B3 are equally strong. In the tableau, this
is indicated by the dotted line between the two columns. In running text, C, >> {C,,
C,} represents a grammar in which C, and C, are ranked equally high, and the two
constraints are outranked by C,.

The contrast between the second and last candidates on the one hand and the
remaining candidates on the other emphasizes that the grammatical candidate vio-
lates the constraints minimally, with respect to the constraint ranking. The interac-
tion of the three constraints under the ranking TA >> {DOAP, o0 < B} explains how
word order, information structure, and constraints on anaphoric relations work
together in the selection of the optimal interpretation of when-clause constructions.
OT thus serves as a theory of temporal anaphora resolution.

Two concerns have been raised with respect to OT semantics that I address in this
section, and more in detail in the remainder of this book. The first concern is that
processes such as anaphora resolution are not really part of the semantics, because
the temporal and information structure of the examples in (4) relies on pragmatic
principles like DOAP and the MIRROR PRINCIPLE o < (3. The underlying idea of this
objection is that hard-core semantic rules could not be subject to optimization pro-
cesses, but this is possible for the anchoring of utterances to their context and situa-
tion of use. The lexical-semantic analysis Zwarts (2003, 2004) develops for the
preposition round in English provides strong counterevidence against this idea.

Zwarts adopts a formal semantic analysis of round in terms of the vector-space
semantics developed by Winter and Zwarts (2000). However, he shows that the use
of round in a particular context involves the interaction of the prototypical interpre-
tation of round as denoting a full circle with the lexical semantics of its environ-
ment. In this interaction, the interpretation of round can be weakened to a half circle
(8a), a quarter circle (8b), an oval (8c), or a criss-cross movement (8d), but the
interpretation is always as strong as the context allows.

(8) a. He went round the barrier.
b. The postman went round the corner.
c. The earth goes round the sun.
d. The tourists went round the city centre.

The context-dependency of round in examples like (8) is not reducible to pragmatics,
because the outcome depends on the way lexical features of round interact with the
semantics of other words in the sentence. If principles of OT semantics are appli-
cable in lexical semantics, especially to expressions that have a clear algebraic
structure such as spatial prepositions, optimization over meanings cannot be rele-
gated to the pragmatic module.

Additional evidence that interpretive optimization is not limited to the domain
of pragmatics is provided by the treatment of negation in this book. If truth-
conditional operators such as negation are subject to optimization processes, this
provides strong evidence in favor of an application of OT principles to domains of
hard-core semantics. As part of the emphasis on the role of optimization processes
in truth-conditional semantics and the syntax—semantics interface, the pragmatics
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of negation is marginal to my concerns (cf. some remarks in Chapter 1, Section |
and Chapter 3, Section 4, though).

The second concern voiced about OT semantics is that there is no crosslinguistic
variation in meaning on a par with syntactic variation. The example in (1) was easy
to account for in terms of reranking of two syntactic constraints. Pace universal
markedness hierarchies, the reranking of constraints always leads to a new OT
grammar that should correspond to a possible language. In the examples discussed
in this section, it seems hard to come up with a language that would rank the seman-
tic constraints in a different order. The interpretive principles involved seem to
depend on universal markedness hierarchies, rather than be subject to cross-linguis-
tic variation. If semantic constraints are always universally ranked, one of the
important advantages of OT as a typological theory, accounting for cross-linguistic
variation in terms of different constraint rankings seems to be lost as far as interpre-
tive optimization is concerned. But this would be a misconception.

Although semantic variation is certainly more constrained than syntactic varia-
tion, true semantic variation does exist, and the domain of negation provides an
important illustration. Two key contrasts from Chapter 1 are here repeated under (9)
and (10) (from Herburger 2001). In elliptical contexts, a negative answer must be
provided by a truly negative expression, such as nothing in English. A negative
polarity item like anything is not felicitous as an answer to the question in (9a),
because it needs to be in construction with a licensor with particular semantic prop-
erties (negation, a negative quantifier, etc.), as argued in Chapter 1 (Section 3).

(9) a. Q: What did you see? A: Nothing. [English]
A: *Anything
b. Q: A quién viste? A: A nadie. [Spanish]
Q: whom saw.2sG A: nobody
Q: “Who did you see?’ A: *A un alma
a soul

In Spanish, we observe the same contrast between nadie and the negative polarity
item a un alma (‘a soul’) (9b). This suggests that expressions like nothing and nadie
have the same semantics. However, the situation changes with sentences that
involve two instances of expressions like nothing or nadie. In English, the combina-
tion of nobody with nothing in (10b) leads to a double negation reading, whereas
the two instances of nadie in (10a) express a single negation.

(10) a. Nadie miraba a nadie. [Spanish]
nobody looked at nobody.
‘Nobody looked at anybody.’
—3x3dy Look-at(x,y)
b. Nobody said nothing. [English]
—3x—-dy Say(x,y)

Many analyses of these contrasts have been proposed, and the most important ones
have been reviewed in Chapter 1. The outcome of that discussion is that a lexical
analysis of the contrast in (9) and (10) is doomed to fail. The similarities between
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(9) and (10) support the view that there is no lexical distinction between negative
quantifiers such as English nobody and n-words that participate in negative concord
like Spanish nadie. If there is no lexical difference between nobody and nadie, the
contrast between (10a) and (10b) must reside in the grammar.

In Chapters 3 and 4, I propose three constraints governing the expression and
interpretation of negation in natural language, and claim that English and Spanish
involve two different grammars, and crucially rank the syntactic and semantic
constraints on negation in two different orders. The constraint ranking shows a
balance between expressive and interpretive optimization, but crucially for the
argumentation in this section, there is reranking of constraints in the semantic com-
ponent as well as in the syntactic component. The typology of double negation and
negative concord languages I propose in Chapter 4 is thus a true instance of semantic
variation as reranking of interpretive constraints.

The argument that optimization principles do not apply in the semantic domain
because there is no reranking of interpretive constraints across languages is refuted by
the results presented in this book. This result opens up the possibility of fruitful inves-
tigation of other phenomena in the area of cross-linguistic semantics as well (cf.
Hendriks et al. 2009 for proposals). Such a typological line of research complements
the search for semantic universals put forward in Von Fintel and Matthewson (2008).

2.4 Bidirectional Optimality Theory

So far, I presented unidirectional versions of OT. Expressive optimization is speaker
oriented. It takes meanings as input and selects the optimal form for the message to
be expressed. Interpretive optimization is hearer oriented. It takes forms as input
and selects the optimal interpretation for the given expression. Under the view that
language serves a communicative purpose, these two directions of optimization
should be connected. After all, the speaker wants the message not only to be trans-
ferred to the hearer, but also to be understood. The optimal form is the one that is
understood by the hearer to convey the message that the speaker has in mind.

Communication requires the speaker and the hearer to take each other’s perspec-
tives into account. Optimization over pairs of forms and meanings is the domain of
bidirectional OT (Blutner 1998, 2000, 2004; Blutner et al. 2006; Hendriks et al.
2009). In this book, bidirectional OT provides the syntax—semantics interface of
negation across languages.

Hendriks et al. (2009: Chapter 1) illustrates the optimization process underlying
bidirectional OT with the nonlinguistic example of a dance. Imagine a situation in
which men and women dance in pairs. Men and women are free to choose their
preferred partner, but they can have only one. Men prefer better female dancers to
less good female dancers, and women prefer better male dancers to less good male
dancers. If we want to match the dancers to get the best pair, for example, to win a
dance competition, the best pair is the pair consisting of the best female dancer and
the best male dancer.
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Strong bidirectional optimization (adapted from Blutner 2000) uses the same
intuition to pair up the best form (f) with the best meaning (m) as the winner of the
linguistic competition. The definition of strong bidirectional optimization is given
in (11):

(11) Strong bidirectional optimization:
A form—meaning pair <f,m> is bidirectionally optimal iff:
a. there is no other pair <f’,m> such that <f’,m> is more harmonic than <f,m>.
b. there is no other pair <f,m"> such that <f,m"> is more harmonic than <f,m>.

Under this definition, forms and meanings are not considered separately. Instead,
optimization is defined over pairs consisting of forms and their corresponding
meanings. A form—meaning pair is an optimal pair if and only if there is no pair
with a better form or a better meaning. Such optimal pairs block all other pairs in
the same competition.

The notion of strong optimality is illustrated in Figure 1 with the two forms f|
and f, and the two meanings m, and m,. The arrows indicate preference relations.

<f,, m>and <f, m > are strongly optimal form-meaning pairs, because both the
horizontal and vertical arrows point to these pairs. For the interpretation of f, the
meaning m, is preferred over m,, and for the expression of m, the form f| is pre-
ferred over f,. Similarly, for the interpretation of f, the meaning m, is preferred
over m,, and for the expression of m,, the form f, is preferred over f,. In strong
bidirectional OT, optimization over forms and meanings converges. Pairs that are
suboptimal in one or the other direction of optimization are blocked.

Blocking in natural language occurs in situations where a meaning can be
expressed by two different forms, but one of these forms is simpler, shorter, or
otherwise preferred, so the other form is blocked for this meaning. For example,
there are two possible ways to realize the comparative form of good, namely by
means of the regular form gooder, or the irregular form better. Because the irregu-
lar form better is preferred, the regular form gooder is blocked as the comparative
form of good.

The blocking of gooder by better is an instance of total blocking: gooder is a
nonexisting form in English. Total blocking fits in with the notion of ‘the winner
takes all’ underlying OT (cf. Section 2). However, natural language also presents
instances of partial blocking. Again, the underlying idea can be illustrated with the
nonlinguistic example of the dance.

§ <f, m;> «— <f,, m;>
T d
<f}, my> - <f,my> ¢

Figure 1 Strong bidirectional OT
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In order to win the dance competition, the best female dancer pairs up with the
best male dancer. Now imagine that other dancers besides the best pair are allowed
to dance as well. The best dance partner for the one-but-best female dancer, as for
all female dancers, would be the best male dancer. Given that the best male dancer
already forms a pair with the best female dancer, he is no longer available to dance
with anyone else. So all imaginable pairs in which the best male dancer dances with
someone else than the best female dancer are blocked. Similarly, all imaginable
pairs in which the best female dancer dances with someone else than the best male
dancer are blocked. But in a second round of optimization, the one-but-best female
dancer will end up with the one-but-best male dancer. And if even more dancing
pairs are allowed to be formed, the two-but-best female dancer ends up with the
two-but-best male dancer, and so on. Crucially, pairs which do not consist of either
the best female dancer or the best male dancer will not be blocked, even if they do
not constitute the absolutely best possible pair.

In language, this situation can be modeled with the recursive definition of bidi-
rectional optimality, which is called superoptimality (adapted from Blutner 2000):

(12)  Weak bidirectional optimization (adapted from Blutner 2000)
A form—meaning pair <f,m> is superoptimal iff:
a. there is no superoptimal pair <f’,m> such that <f',m> is more harmonic
than <f,m>.
b. there is no superoptimal pair <f,m’> such that <f,m'> is more harmonic
than <f,m>.

Strong pairs are superoptimal, but not all superoptimal pairs are strong. Figure 2
illustrates the notion of superoptimality with the two forms f, and f, and the two
meanings m, and m,. Again, the arrows indicate preference relations.

According to the preference relations in Figure 2, f is always preferred over f,,
and m, is always preferred over m,. As a result, two arrows are pointing toward the
pair <f, m >, and two arrows are pointing away from the pair <f,, m_ >. The fact
that two arrows are pointing toward the pair <f , m > indicates that this is a strongly
optimal pair. In the dance example, this would be the pair consisting of the best
female dancer and the best male dancer.

The pairs <f, m> and <f,, m > lose against this strongly optimal pair, because
<f,, m > has a better form for the same meaning, or a better meaning for the same
form. In the dance example, these would be pairs consisting of the best female dancer
with the second-best male dancer, or the best male dancer with the second-best female
dancer. The pairs <f, m > and <f,, m > are neither strong nor superoptimal pairs.

§ <f,, m> «  <fh,mp>
<f}, my> «  <fHh,m> ¥

Figure 2 Weak bidirectional optimization
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Under strong bidirectional optimization, the pair <f,, m> is blocked, because
there are better form—meaning pairs available, as the arrows indicate. Under weak
bidirectional optimization, the pair <f,, m > arises as a weakly optimal (or ‘super-
optimal’) form—meaning pair, because there is no superoptimal pair that has either
a better form or a better meaning. In the dance example, this would be the pair
consisting of the second-best female dancer and the second-best male dancer.

In Figure 2, <f,, m,> is not in direct competition with the only other superopti-
mal pair <f|, m >, because the two pairs differ in both their form and their meaning
component. Figure 2 shows that weakly optimal pairs involve forms that are sub-
optimal in unidirectional generation, and meanings that are suboptimal in unidirec-
tional interpretation, but that do not compete with a strongly optimal pair. As a
result, superoptimality pairs up marked forms and marked meanings that would not
otherwise be available. Superoptimality is used to model instances of partial block-
ing. Examples of partial blocking are discussed in Blutner (1998, 2000).

A well-known example of partial blocking discussed by Blutner is the relation
between kill and cause to die. Kill is the shorter, less complex, thus unmarked form.
Cause to die is the longer, more complex, hence marked form. Two closely related
meanings are available for these forms, varying only in whether the action is accom-
plished in a direct or an indirect way. Two markedness constraints F1 and M2 can model
this situation. F1 penalizes complex structure in the form, and M2 penalizes complex
meanings in the interpretation. The ranking is irrelevant in this particular example.
Tableau 5 spells out the possible form—meaning pairs and their violation patterns on the
basis of this input. The victory sign (§) indicates the superoptimal pairs.

The combination of the form kill and the direct meaning constitutes a strongly
optimal pair, because it does not violate any constraint. The combination of cause
to die with the indirect meaning comes out as a superoptimal pair. This pair violates
both markedness constraints, but wins in a second round of optimization, because
the competing pairs of [kill, indirect] and [cause to die, direct] lose against the
strongly optimal pair [kill, direct]. Given that there are no better superoptimal pairs,
the pair [cause to die, indirect] is itself a superoptimal pair.

Weak bidirectional OT is not exclusively operative in the lexicon. De Swart and
Zwarts (2009) use it to model how bare singular nominals without an article get default,
stereotypical, idiomatic meanings in constructions like incorporation, predication,
embedding under certain prepositions, and so on. In those same contexts, full nominals
with an article get less idiomatic interpretations. Consider the contrast between (13a)
and (13b), as described by Horn (1984), Stvan (1998), van Rooy (2004), and others.

Tableau 5 Weak bidirectional optimization
Input [f,m] Fl M2

f,: kill, fzz cause to die H

m,: direct, m,: indirect

[kill, direct] y
[kill, indirect] *

[cause to die, direct] *

[cause to die, indirect] ¥ * *
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(13) a. George is in jail.
b. George is in the jail.

Sentence (13a) is understood as the qualification of George as a prisoner. A speaker
who uses (13b) normally conveys that George is in the building described as the
jail, where he may be a visitor, a priest, a volunteer, a repairman, or whatever, but
not a prisoner. The preference relations between the four possible form meaning
pairs are indicated in Figure 3.

De Swart and Zwarts (2009) set up an OT typology of article use to motivate that
the bare nominal constitutes the unmarked member of the pair in jail and in the jail.
The constraint *ARTICLE prefers articleless nominals. They use the strongest mean-
ing hypothesis (Dalrymple et al. 1998) to argue that the incarcerated meaning is the
unmarked interpretation. The constraint STRENGTH favors idiomatic interpretations
over less stereotypical interpretations. Under these assumptions, the pair [in jail,
incarcerated] is a strongly optimal pair. The pair [in the jail, just visiting] emerges
as a superoptimal pair in a second round of optimization, as shown in Tableau 6.

Weak bidirectional OT is also operative in language change (Blutner et al. 2006)
and language learning (Hendriks et al. 2009, Chapters 4 and 5). In a more general
perspective, weak bidirectional OT is a way to model Horn’s division of pragmatic
labor, where unmarked forms are used to express unmarked meanings, and marked
forms are used for marked meanings (Horn 1984, 2001). Levinson also models this
idea in his M-heuristics (Levinson 2000).

In this book, bidirectional OT models the syntax—semantics interface both in a
static (synchronic) analysis of typological variation, and in a dynamic analysis of
language change. The expressive and interpretive optimization procedures in
Chapter 4 are linked in such a way that the syntactic and semantic components of
the analysis converge on the optimal status of form—meaning pairs. The analysis in

‘incarcerated’ ‘just visiting’
in jail oy pa °

) T
in the jail ° pa oy

Figure 3 Weak bidirectional optimization over bare nominals

Tableau 6 Weak bidirectional optimization over bare nominals

*ART | STRENGTH

in jail, Ax [IN(x,y) & JAIL(Y) & IMPRIS(y,x)] g\ v v
in the jail, Ax [IN(x,y) & JAIL(y) & IMPRIS(y,x)] * v
in jail, Ax [IN(x,y) & JAIL(y)] v *

in the jail, Ax [IN(x,y) & JAIL(Y)] ¥ * *
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that chapter is thus an instantiation of strong bidirectional OT. Chapter 6 shows that
double negation readings in negative concord languages cannot be accounted for by
exploiting the mechanism of strong bidirectional OT. A weak bidirectional OT
extension of the analysis is developed for those special cases.

A number of studies have argued against the recursive mechanism of weak bidi-
rectional optimization as an online mechanism of linguistic processing (Zeevat
2000, Beaver and Lee 2004). Beaver and Lee’s main objection concerns its property
of recursion, which allows, in principle, for an infinite number of rounds of optimi-
zation. Because suboptimal candidates can become winners in a second or later
round of optimization, ‘in weak OT, everyone is a winner’, as Beaver and Lee
(2004: 126) put it. In the nonlinguistic dance example, multiple rounds of opti-
mization are unproblematic, and recursion is the right strategy if everyone is
allowed to dance. But in natural language, recursion results in an overgeneration of
form—meaning pairs.

Blutner et al. (2006: 149) suggest that general cognitive limitations on recursion
limit recursion in linguistic applications of superoptimality. They propose to limit
bidirectional optimization to at most two rounds, in agreement with the bounds that
can be observed for higher order epistemic reasoning required for playing strategic
games. Beaver and Lee (2004) use a special constraint *BLOCK which ensures the
restriction of the optimization over form—meaning pairs to a single recursion step.
The analysis developed in Chapter 6 is in line with these views in that it involves
just two rounds of bidirectional optimization.

Both strong and weak bidirectional optimization are symmetric, in that they rely
on the intuition that speakers take into account the hearer’s perspective, and hearers
the speaker’s perspective. However, some authors have defended the need for asym-
metric versions of bidirectionality. Zeevat (2000, 2006) develops an asymmetrical
version of OT in which a unidirectional OT model for production forms the basic
system. In comprehension, the set of candidate meanings is restricted to the results
of the production step. The opposite view has been defended by Wilson (2001),
who argues that the candidate set for production should be restricted by using
results of comprehension.

Most of this book is based on a symmetric view, in which expressive and inter-
pretive optimization are treated on a par (cf. als Hendriks et al. 2009). The only
exception is the appeal to the evolutionary bidirectional learning algorithm devel-
oped by Zeevat and Jager (2002), Jager (2003) and Mattausch (2005, 2007), which
I use in Chapter 2 to derive the marked status of negation in language. This model
incorporates an asymmetric version of bidirectionality in which forms compete in
the optimal recoverability of the intended meaning, but there is no similar competi-
tion among meanings. An asymmetry in the frequency distribution of marked and
unmarked meanings is sufficient to obtain a stable system in which unmarked forms
pair up with unmarked meanings, and marked forms pair up with marked meanings.
The fact that language evolution relies on an asymmetric version of bidirectional
optimization is not necessarily incompatible with a model that uses a symmetric
version of the theory to model typological variation.
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2.5 Language Variation and Language Change in Stochastic OT

OT works with a universal set of constraints, and a language-specific ranking. This
allows an account of crosslinguistic variation in terms of constraint reranking. A
simple example is the expletive subject in English, versus the subjectless clauses
found in pro-drop languages like Italian in weather statements (‘it rains/piove’) (cf.
Section 2).

Reranking is also used to model diachronic change. Vincent (1999) is an early
example of an OT analysis of patterns of change in the pronominal system
between Latin and Romance. In Chapter 3, I will show how the three main phases
of the Jespersen cycle (the diachronic development of negation introduced in
Chapter 1) are accounted for by three rankings of three constraints in ordinal OT.
Chapter 4 (Section 5) sketches the diachronic development of negative polarity
into negative concord.

Both in language variation and in language change, there are situations that
can be classified as combining features from two systems or being in between
two stages. Stochastic versions of OT can be used to model gradience. Clark
(2004) uses stochastic OT to model patterns of syntactic change from Old to
Middle English in the domain of headedness (e.g., OV structures) and the syntax
of subjects.

The main difference between standard (ordinal) OT and stochastic OT involves
the ranking of the constraints. According to ordinal OT, in a ranking C, >>C,, C,
is always stronger, and a violation of C, is always allowed in order to satisfy C, (cf.
Section 1). The ordinal ranking of standard OT is abandoned in stochastic OT, and
replaced by a continuous ranking of constraints. The result is that constraints have
overlapping ranges. This is illustrated in Figure 4.

If two constraints C, and C, have overlapping ranges and there is a certain degree of
‘noise’ in the system, which slightly perturbs the ranking at every evaluation of an input,
the order C, >> C, arises in most cases, but the order reverses to C, >> C, in some cases.
This may affect the output, if the optimal candidate under the ranking C, >> C, is
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Figure 4 Overlapping constraints (from Jiger 2003)
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some candidate A, but the optimal candidate under the ranking C, >> C, is some
other candidate B. The degree of overlap between the constraints governs the dis-
tribution between candidates A and B in the output. If there is total overlap, A and
B will both win in about 50% of the cases. If the degree of overlap is smaller, the
distribution between A winners and B winners is different.

Stochastic OT emerged with the work by Boersma (1998) and Boersma and
Hayes (2001). In their work, the focus is on acquiring phonological contrasts from
phonetic input. Bresnan et al. (2001), Bresnan et al. (2007a, b), and Bresnan and Hay
(2008) use stochastic OT to develop ‘gradient’ grammars, modeling an overlapping
range between two possible grammars in neighboring dialects or varieties of English.
Koontz-Garboden (2004) exploits stochastic OT to offer a sociolinguistic analysis of
the alternation between the imperfective and the periphrastic progressive in varieties
of Spanish spoken in Latin America and the United States.

In this book, stochastic OT is used to account for features of negation in natural
language that are outside of the scope of the ordinal OT account. In particular,
stochastic OT models the evolution of negation in such a way that negation emerges
as a universal category of natural language (Chapter 3). Furthermore, stochastic
extensions of the standard ordinal OT analysis account for intermediate stages in
language typology and language change. Chapter 3 uses stochastic OT to model
intermediate phases in the Jespersen cycle. Chapter 5 analyzes negation systems
that are in between strict and nonstrict negative concord in stochastic OT. Chapter
6 uses a stochastic OT semantics to model ambiguities between double negation
and negative concord readings of a sequence of negative indefinites. Aside from
these special cases, the main patterns of negation in natural language are modeled
in ordinal OT.

2.6 Conclusion

The key insight explored in this book is that languages make use of the same under-
lying mechanisms, but exploit the relation between form and meaning in different
ways. OT can capture this kind of generalization, because the constraints are universal,
but the ranking of the constraints is language specific. The empirical phenomenon
of negation in natural language is situated at the syntax—semantics interface, and
throughout the book, I will emphasize the need to optimize in two directions (from
meaning to form and from form to meaning). In this book, ordinal OT and strong
bidirectional OT are used wherever possible. I resort to stochastic OT or weak
bidirectionality only in cases where the modeling of specific empirical phenomena
requires such extensions.
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Chapter 3
Markedness of Negation

Introduction and overview Chapter | stated that all languages have ways to
express negation, and contain some form that conveys the meaning of the first-order
logic connective . The markedness of negation with respect to affirmation was
empirically established in Chapter 1. This chapter formalizes the basic intuition,
and considers its implications for the grammar of natural language.

In Section 1, negation emerges as a universal linguistic category as the result of
bidirectional evolutionary learning. I formulate two constraints that are motivated
by the asymmetry between affirmation and negation. The constraint ranking is
universal, and not subject to typological variation. However, violations of the highest
ranked constraint are found in grammars under development (as in first language
acquisition) and in certain pathological linguistic systems (as in aphasic language use)
(Section 2). These special cases provide independent support in favor of the
overall approach.

Negative markers are most widely used to realize negation. Section 3 reflects on
the typological variation in the placement of the marker of sentential negation.
Section 4 puts this variation in a diachronic perspective and proposes a reinterpretation
of the well known Jespersen cycle in OT. This book focuses on main clauses, but
Section 5 offers some remarks on subordinate clauses and nonfinite constructions.
Section 6 concludes.

This chapter only discusses instances of propositional negation realized by
means of a marker of sentential negation. Constructions in which negation is real-
ized by a negative indefinite or a sequence of multiple negative indefinites are the
subject of Chapter 4. Chapter 5 integrates the results from both chapters, and inves-
tigates the co-occurrence restrictions on the marker of sentential negation and nega-
tive indefinites.

Chapter 3 explores the markedness of negation with respect to affirmation.
Of course, markedness is a relative issue, and negation constitutes the unmarked
member of the pair <single negation, double negation>. Double negation readings
are not investigated here, but are discussed in Chapters 4 and 6.

H. de Swart, Expression and Interpretation of Negation: An OT Typology, 75
Studies in Natural Language and Linguistic Theory,
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3.1 Propositional Negation

The aim of this section is to determine how languages express a meaning that could
be represented in first-order logic as —p, and how they interpret propositional nega-
tion. I first examine the generation question, and propose an OT syntax where the
input is a meaning (a first-order formula), the set of candidates generated by GEN
is a set of possible forms, and a ranked set of violable constraints selects the optimal
form for any given meaning (Section 1.1).

The set-up of the system leads to negation as a universal category of natural
language. I argue that this is the result of Horn’s division of pragmatic labor,
according to which unmarked meanings pair up with unmarked forms, and marked
meanings pair up with marked forms (Section 1.2). The markedness of negation is
modeled as an iconicity effect in evolutionary bidirectional OT.

The OT syntax is combined with an interpretation mechanism in OT semantics,
where the input is a form (a well-formed sentence), the set of candidates is a set of
possible meanings (first-order formulae), and a ranked set of violable constraints
selects the optimal interpretation for the given form (Section 1.3). The result is a
strong bidirectional analysis of propositional negation.

Even though negation is a universal category of natural language, it remains
useful to maintain a system in terms of soft constraints, in view of the fact that
negation is not always expressed in child language, and may break down in sign
users who later suffer brain damage (Section 2).

3.1.1 A Faithfulness and a Markedness Constraint:
FNEG and *NEG

The concept of markedness is defined in different ways in the literature, cf.
Haspelmath (2006) for recent discussion and references. As Jacobs (1991) points
out, negation is not marked in the sense that it is cross-linguistically rare. On the
contrary, negation is a universal category of natural language (Dahl 1979: Chapter 1).
That is, every language has sentences conveying truth-conditional negation () as
English does using not in sentences like (1).

(1) a. Itisnot raining.
b. John is not sick.
c. Sue did not invite Peter.

However, negation is marked in the sense that the expression of negation involves
special grammatical means, whereas the expression of affirmation does not. As a
result, negative sentences are morphologically or syntactically more complex than
their affirmative counterparts. The starting point of the investigation is the observa-
tion that negation is formally and interpretationally marked compared to
affirmation.
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Negation is not a sentential force in the sense described by Portner and
Zanuttini (2003) because it can be found in various types of clauses (declarative,
interrogative, exclamative). There are strong constraints on the possibility to pro-
duce negation in different speech acts, as discussed by Portner and Zanuttini
(2000) and Krifka (2001, 2003), but this does not necessarily mean that negation
is to be viewed as a sentential force. Nevertheless, there are important
similarities.

According to Portner and Zanuttini (2003), all exclamatives share the need to
represent two semantic properties in the syntax: namely that they are factive and
that they denote a set of alternative propositions. The sentential force of exclama-
tion thus needs to be visible in the form of an exclamative utterance. I extend
Portner and Zanuttini’s ideas about the need to represent semantic properties in the
syntax to negation.

In an OT model, the correspondence between semantics and syntax is modeled
by means of faithfulness constraints. Faithfulness constraints aim at a faithful
correspondence between input and output (cf. Chapter 2, Section 2). In the pro-
cess of optimization over forms, a faithfulness constraint governing affirmation
and negation requires the syntax to reflect the fact that negative sentences are
distinct from affirmatives. The constraint that deals with this is called FNEG
(Faith negation):!

¢ FNEG
Be faithful to negation, i.e. reflect the nonaffirmative nature of the input in the
output.

The formulation of FNEG is neutral as to what constitutes the input and what the
output. In the course of this chapter, it will become clear that this constraint is relevant
to semantics as well as syntax, and can be used in both directions of optimization.
For now, the role of FNEG in syntax is the subject of investigation; the semantics of
negation will be the topic of Section 1.3.

Within the generation perspective (OT syntax), FNEG requires negation in the
meaning (input) to be reflected in the output (form). Thus, the expression of nega-
tion satisfies FNEG if there is a formally visible reflection of negation. In OT, faith-
fulness constraints are balanced by markedness constraints. Markedness constraints
are output oriented and typically aim at the reduction of structure in the output.
The markedness constraint that plays a role in negative statements is *NEG:

'Readers familiar with the OT distinction between Max and Dep constraints can read FNEG as a
Max constraint, which preserves information from the input in the output. The reason I do not use
the term Max constraint is that this would give rise to confusion in Chapter 4, where the constraint
MAXNEG is introduced, with a different meaning, namely maximizing the use of negative indefi-
nites. There is no need for a Dep constraint for negation (blocking insertion of negation in the
output when it does not occur in the input), as the economy constraint *NEG (to be introduced
shortly) takes care of this.
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¢ *NEG
Avoid negation in the output

Again, *NEG is neutral as to what constitutes the output, and in the course of this
chapter, I will apply this constraint both in OT syntax and in OT semantics. The
intuition behind *NEG is that negation is marked, both in form and in meaning.
Marked forms and meanings should be avoided, so negation should be avoided both
in the syntax and the semantics. Section 1.2 embeds the markedness of negation in
an evolutionary bidirectional OT model.

The markedness constraint *NEG is obviously in conflict with the faithfulness
constraint FNEG. FNEG requires a reflection in the output of negative features found
in the input, whereas *NEG blocks negation in the output. The two requirements
cannot be satisfied at the same time. Such conflicting constraints are characteristic
of OT style analyses (cf. Chapter 2).

Both FNEG and *NEG are violable constraints, and the conflict between them is
resolved by the ranking of constraints in terms of strength. Ranking FNEG higher
than *NEG, and making it a stronger, more important constraint derives the formal
expression of negative meanings, as illustrated in Tableau 1.

The input shown in Tableau | represents a particular meaning, and the output
candidates for evaluation by the grammar are the candidate forms. All the genera-
tion tableaux in this book will be constructed in this way. The ranking FNEG >>
*NEG reflects the generally accepted view that negative statements are cross lin-
guistically more marked in form than their affirmative counterparts (Payne 1985,
Horn 1989, Haspelmath 1997).

Which item functions as the marker of sentential negation in a language, and
satisfies FNEG is a lexical matter. In English, this is not (cf. the examples in (1)). In
other languages, sentential negation is lexicalized by some other lexical item. All
the sentences in (2) express a negative proposition, and contain a linguistic marker
of sentential negation (in italics), which is glossed as sN:?

(2) a. Ou petetai Sokrates. [Ancient Greek]
sN flies  Sokrates.
‘Socrates doesn’t fly’

Tableau 1 Generation of negative sentences

Meaning Form FNEG *NEG
P
S k
# | notS *

2Examples are from Payne (1985) (1b), Borsley and Jones (2005) (1¢), de Groot (1993) (1d), and
Sells (2001) (1e).
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b. On ne igraet. [Russian]
he sN plays.
‘He doesn’t play.’

c. Nid oedd Sioned yn  gweithio. [formal Welsh]

SN be.IMPF.3sG Sioned PROG work
‘Sioned was not working.’

d. Jéanos nem dohdnyz-ik. [Hungarian]
Janos SN smoke.3sG
‘Janos doesn’t smoke.’

e. Jagkisste inte Anna. [Swedish]
I kissed sN Anna
‘I didn’t kiss Anna.’

The two constraints in their order FNEG >> *NEG guarantee the introduction of a
negative expression in sentences that describe a negative proposition. According to
Dahl (1979), negation is a universal category of natural language. As far as I have
been able to determine, there are no languages in which *NEG outranks FNEG. The
ranking is universal, because FNEG >> *NEG is an evolutionary stable equilibrium
of the linguistic system. This result is derived in Section 1.2.

However, the two constraints, *NEG and FNEG, do not say anything about the
way a negative expression is realized in natural language. So far, the form taken to
express clausal negation (—p) is ‘not S’ as seen in Tableau 1. But the expression of
clausal negation takes various forms across languages, (cf. Jespersen 1917, 1933,
Dahl 1979, Payne 1985, Horn 1989, Ladusaw 1996, Bernini and Ramat 1996, and
Haspelmath 1997, and Chapter 1, Section 2 for overviews of the facts). This chapter
focuses on the most frequent type, which involves the use of a negation marker.

Two issues emerge from the reported observations in the literature. The first
concerns the position of the marker of sentential negation in the sentence, and the
second the relation between the expression of clausal negation and the marking of
propositional negation on an argument of the verb. The first issue will be addressed
in Sections 3 and 4. The second will be deferred until Chapter 4. Before I work out
these issues, the universal nature of the ranking FNEG >> *NEG will be grounded
in evolutionary bidirectional OT.

3.1.2 Negation as a Universal Category of Natural Language

The empirical data discussed in Section 1.1 strongly suggest that there are no languages
in which *NEG outranks FNEG. In the course of this book, more constraints will be
added to the OT grammar, but FNEG is always at the top of the constraint hierarchy.
The constraints postulated so far raise the question why it is negation that is marked
in natural language and not affirmation. Why are the relevant constraints FNEG and
*NEG, rather than, say FAFF and * AFF (for Faith Affirmation and Avoid Affirmation,
respectively)?
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Haspelmath (2006) argues that frequency asymmetries lead to a direct explanation
of the observed structural asymmetries. The frequency argument works well for the
empirical phenomenon of negation, because affirmative meanings are more fre-
quently in need of expression in natural language than negative meanings. This
section argues that the relative rarity of negative meanings as compared to affirma-
tive meanings makes FNEG >> *NEG the universally preferred ranking. The ico-
nicity view is motivated by means of the evolutionary bidirectional learning
algorithm developed by Zeevat and Jiger (2002), Jager (2003) and Mattausch
(2005, 2007). This approach is in line with Haspelmath’s (2006) view. The addi-
tional value of the evolutionary bidirectional OT learning algorithm resides in a
precise modeling of the step from frequency to the distribution of marked and
unmarked forms.?

The idea of bidirectional evolutionary OT hinges on three concepts: stochastic
ranking of OT constraints, gradual bidirectional learning, and iterated learning
over different generations. Standard optimality theory has an ordinal ranking.
That is, in a ranking C, >> C,, C, is always stronger, and a violation of C, is
always allowed in order to satisfy C,. The ordinal ranking of standard OT is aban-
doned in stochastic OT, and replaced by a continuous ranking of constraints
(Boersma 1998). The result is that constraints have overlapping ranges. This is
illustrated in Figure 1. If two constraints C, and C, have overlapping ranges and
there is a certain degree of ‘noise’ in the system, which slightly perturbs the ranking
at every evaluation of an input, the usual order is C, >> C, but the order C, >> C,
arises in some cases (cf. Chapter 2, Section 5).

Boersma (1998) and Boersma and Hayes (2001) combine stochastic OT with
learning theory and develop the so-called gradual learning algorithm. This algorithm
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Figure 1 Overlapping constraints (from Jéger 2003)

3 A closely related game-theoretical version of the same idea is explored by Dekker and van Rooy
(2000), van Rooy (2004), and Jdger and van Rooy (2007), but will not be discussed here.
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allows the learner to develop a stochastic OT grammar based on observed linguistic
behavior. Jiger (2003) proposes a bidirectional version of the gradual learning algo-
rithm by stipulating a recoverability restriction for optimality. Forms compete in the
optimal recoverability of the intended meaning. The bidirectional optimization process
is asymmetric, for there is no similar competition among meanings.

Formally, asymmetric bidirectional optimality is defined in (3) (Jager 2003):

(3) Asymmetric bidirectional optimality

a. A form-meaning pair (f,m) is hearer optimal iff there is no pair (f,m’) such
that {f,m’) < (f,m), where < means ‘better’, ‘more harmonic’ or ‘less
marked’.

b. A form-meaning pair (f,m) is optimal iff:
— either {f,m) is hearer optimal, and there is no distinct pair (f’,m) such
that (f*,m) < (f,m) and (f’,m) is hearer optimal, or
— no pair is hearer optimal, and there is no distinct pair (f’,m) such that
{f,m) < (f,m).

In words, a form—meaning pair is hearer-optimal if and only if there is no better
meaning for the same form. A form—meaning pair is optimal if and only if the pair
is hearer-optimal, and there is no better form for the same meaning or, in case there
is no hearer-optimal form, there is no better form for the same meaning.

The introduction of hearer optimality means that the OT syntax has to take the
interpretation into account while evaluating forms. Crucially, learning is also asym-
metric, and has both a speaker perspective (comparison of forms) and a hearer
perspective (comparison of meanings). The combination of speaker and hearer
perspectives with stochastic OT leads to an adjustment of the constraint values.
Jager (2003, 2007) shows how this explains the correlation between animacy, sub-
ject/object position, and case-marking patterns observed by Aissen (1999, 2003).
Mattausch (2005, 2007) discusses the ideas underlying the evolutionary bidirec-
tional approach in more abstract terms. I will first present his general view, and then
apply it to the case of negation.

Suppose there are two forms, one marked (m) and one unmarked (u), and sup-
pose there are two meanings, a more common meaning ¢ and a less frequent mean-
ing B. Their combination leads to four possible form-meaning pairs: {(u,o), (m,c),
(u,B), (m, B). The question is which pairs are the optimal, most harmonic pairings
of form and meaning. In order to model this situation, Mattausch proposes four bias
constraints on the relation between form and meaning:

(4) Bias constraints
*m,o: the (marked) form m is not related to the (frequent) meaning o..
*m,: the (marked) form m is not related to the (infrequent) meaning B.
*u,0u: the (unmarked) form u is not related to the (frequent) meaning o.
*u,B: the (unmarked) form u is not related to the (infrequent) meaning [3.

The bias constraints in (4) mitigate against all possible form—meaning combinations.
Obviously, they must be modeled as soft constraints.
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Furthermore, there is a general markedness constraint *MARK on forms, which
avoids the use of the marked form. *MARK models a notion of economy, a preference
for simpler forms over more complex ones. The ranking of *MARK with respect to
the bias constraints reflects the balance of economy considerations with faithful
correspondence relations between forms and meanings. Mattausch derives the con-
straint ranking from iterated learning over several generations in a computational
model. In the initial training corpus, a grammar is used in which all four bias con-
straints are ranked equally high. Due to learning effects, the rankings can shift, and
the association between forms and meanings shifts along with the rankings.
Learning is driven by frequency distributions in a corpus.

It is crucial to start out with a frequency asymmetry between meanings o and 3,
o occurring say 90% of the time, and  10% of the time. There is an even distribu-
tion of marked and unmarked forms over the meanings o and [, so that 45% of the
unmarked forms are associated with meaning a, and 5% of the unmarked forms
with meaning f3, and the same distribution of meanings o and 3 (45-5%) holds for
the marked forms. Adjustment of constraint values is dependent on comparisons of
forms (by the speaker) and comparisons of meanings (by the hearer).

When it comes to the association of meanings to a particular form (hearer
mode), a bias constraint *u,o. will be promoted when the learner observes the use
of an unmarked form to express the meaning 3, and demoted when an unmarked
form is found with the meaning a. A bias constraint *m,o is promoted when the
learner observes the use of a marked form expressing the meaning 3, and demoted
when the marked form is found with the meaning o.

When it comes to the comparison of forms (speaker-mode), a bias constraint
*u,o0 is promoted when the learner observes the use of a marked form to express the
meaning o, and demoted when the learner observes the use of an unmarked form to
express that meaning. A bias constraint *u,f3 is promoted when the learner observes
the use of a marked form used to express the meaning 3, and demoted when the
learner observes the use of an unmarked form to express that meaning. The con-
straint *MARK is promoted when the learner observes the use of an unmarked form,
and demoted when the learner observes the use of a marked form.

Because of the discrepancy between the number of oo meanings and the number
of B meanings in the training corpus, any form is much more likely to occur with
meaning o than with f. In the interpretive dimension, this demotes *u,o, and *m,o
and promotes *u,§ and *m,[, roughly in accordance with the frequencies of the
input training corpus. But in speaker mode, the constraint *MARK interacts with the
bias constraints. *MARK favors the use of unmarked form for the frequent meaning
a as well as the infrequent meaning 3. But given that meaning a is more frequent
than meaning 3, the compromise between optimization over forms and optimiza-
tion over meanings is to promote *m, o more than *m, 3. Balancing the constraints
leads to a new frequency distribution in the corpus, in which more than half of the
infrequent meanings 3 are expressed by marked forms. Such statistical tendencies
become visible after one generation of training the network.

The evolutionary perspective comes in when the bidirectional learning algorithm
is integrated with the iterated learning model of Kirby and Hurford (1997).
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The iterated learning model of Kirby and Hurford (1997) is based on the idea that
learners produce language according to their acquired grammar. This means that
the corpus frequencies produced by the first generation, after adjusting the OT gram-
mar, are slightly different from the frequencies of the original training corpus.

The second-generation learner is exposed to the set of frequencies in the
speech of the first-generation learner. Instead of having an equal distribution of
marked and unmarked forms for the meanings o and f3, the corpus will now con-
tain more instances of the rare meaning 3 expressed by marked forms. This dis-
tribution reinforces the tendency to avoid marked forms for the more frequent
meaning. The frequencies produced by the second-generation learner will be
slightly different from those of the first-generation learner, and will constitute the
input for the third-generation learner. The iteration of this process over multiple
generations leads to a stable ranking of {*u,f3; *m,o} >> *MARK >> {*u,a; *m,
B}, as in Figure 2.

The vertical axis of Figure 2 indicates the relative strength of the constraints
with respect to each other. The learning curve shows how an original training cor-
pus with 50-50% frequencies for marked and unmarked forms, but an asymmetric
distribution of meanings, develops into a grammar in which the unmarked meaning
is 100% associated with the unmarked form, and the marked meaning is 100%
associated with the marked form.

In this way, the bidirectional iterated learning system models the emergence of
Horn’s division of pragmatic labor as the optimal communication strategy that
arises under evolutionary pressure. Given that the system is driven by frequency
distributions, the emerging notion of markedness fits in with Haspelmath’s (2006)
views that frequency is the driving force behind structural asymmetries.

The model presented by Mattausch is fairly abstract, and can be applied to a range
of different linguistic phenomena. An adjustment of the relation between form and
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Figure 2 Bidirectional iterated learning (generations 1-50) (from Mattausch 2007)
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meaning plays a role in diachronic change and grammaticalization processes, as
illustrated for the expression of the relation of possession in Jiger and Rosenbach
(2006). Applications to binding theory are developed in Mattausch (2005, 2007) and
Hendriks and Spenader (2005, 2006). Farkas and de Swart (2009) exploit the interac-
tion of bias constraints and *MARK to model the semantics of singular and plural
nominals. Here, I present the distribution of meanings of affirmation and negation
across ‘zero’ marked sentences and sentences with an overt marker as yet another
example of Horn’s division of pragmatic labor, which can be modeled by means of
the interaction of a set of bias constraints with a markedness constraint.

An application of the general, abstract pattern presented so far to the empirical
phenomenon of negation requires an instantiation of the meanings a and B, as well
as the forms u and m. The frequent meaning a is affirmation, and the infrequent
meaning [ is negation. The semantic markedness of negation is thus directly related
to its infrequency. The unmarked form u is a sentence with ‘zero’ marking. The
marked form m is a sentence with an explicit marker. The iterated learning algo-
rithm models the development of this marker into the negation marker not in (1),
and its counterparts in other languages in (2).

Under the abstract model, the two meanings can pair up in various ways with the
two possible forms. In order to model the most harmonic pairing of forms and
meanings, the following instantiations of the bias constraints are called for:

(5) Bias constraints involving negation

*m,aff: the (marked) form m is not related to the meaning affirmation.
*m,neg: the (marked) form m is not related to the meaning negation.

*u,aff: the (unmarked) ‘zero’ form u is not related to the meaning affirmation.
*u,neg: the (unmarked) ‘zero’ form u is not related to the meaning negation.

The bias constraints interact with the markedness constraint *MARK, which penal-
izes marked forms. The initial corpus ranks all four bias constraints as equally
strong, but the negation meaning is less frequent in the corpus than the affirmation
meaning.

In the hearer-mode, the frequency distribution leads to a promotion of constraints
related to the expression of negation (*m,neg *u,neg), and a demotion of the con-
straints related to the expression of affirmation (*m,aff and *u,aff). In the speaker-mode,
the markedness constraint *MARK favors the use of unmarked forms for affirmation
as well as negation. However, because of the infrequency of the meaning of nega-
tion, *m,aff is promoted more than *m,neg. This leads to an adjustment of constraint
values, accompanied by a slightly higher production of marked forms for negation
after one generation.

The application of the bidirectional OT learning algorithm in combination with
iterated learning in an evolutionary setting reinforces the asymmetry. As a result, the
system eventually stabilizes on the ranking {*u,neg, *m,aff} >> *MARK >> {*u,aff,
*m,neg}. Under this ranking, affirmation is expressed by unmarked forms, and sen-
tences containing ‘zero’ marking (‘John is sick’) will be interpreted as affirmative.
The expression of a negative meaning requires the insertion of a special marker,
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and negative sentences containing a marker of negation (‘John is not sick’) are
interpreted as negative. Mattausch’s model thus permits the grounding of the marked-
ness of negation with respect to affirmation in evolutionary principles that derive
Horn’s division of pragmatic labor.

The bias constraints that Mattausch uses are not very commonly used in OT
more generally. Therefore, I rewrite the results for negation in terms of the faith-
fulness and markedness constraints used in this book so far. The bias constraints
*u,neg and *m,aff require the unmarked form not to be related to negation, and the
marked form not to be related to affirmation. These constraints are captured by
the faithfulness constraint FNEG, introduced in Section 1.1, and repeated here:

¢ FNEG: Be faithful to negation, i.e. reflect the nonaffirmative nature of the input
in the output.

Within the generation perspective (OT syntax), FNEG requires negation in the
meaning (input) to be reflected in the output (form) (*u,neg). In the interpretation
perspective (OT semantics), FNEG requires a formal expression of negation to be
interpreted as contributing a semantic negation (*m,aff).

The bias constraints *u,aff and *m,neg require the unmarked form not to be
related to affirmation, and the marked form not to be related to negation. These
constraints can be captured by the faithfulness constraint FAFF (Faith Affirmation).

¢ FAFF: Be faithful to affirmation, i.e. reflect the affirmative nature of the input in
the output.

Within the generation perspective (OT syntax), FAFF requires affirmation in the
meaning (input) to be reflected in the output (form) (*u,aff). In the interpretation
perspective (OT semantics), FAFF requires a formal expression of affirmation to be
interpreted as contributing a semantic affirmation (*m,neg).

Given the results of the evolutionary learning process, the ranking FNEG >>
*MARK >> FAFF instantiates a stable communicative pattern for all languages,
which relates negation to an overt marker, whereas zero marking conveys affirma-
tion. However, if FAFF is always ranked below *MARK, the constraint is in fact
inoperative. Thus, it might as well be left out of the system. The contrast between
FNEG and FAFF illustrates that faithfulness constraints in linguistic applications of
OT target marked, rather than unmarked expressions and meanings. In the remainder
of this book, I will use FNEG, but ignore FAFF, because it does not do any work for
the analysis.*

*Note that emphatic affirmation may require a special expression, for instance, in the context of
affirmative answers to questions presupposing a negative answer. Obviously, emphasis adds a new
dimension to the markedness discussion, and the claims made here concern nonemphatic affirmation.
Compare Martins (2006) for a recent study of strategies for marking emphatic affirmation in
various Romance languages. See Section 4.4 and Chapter 5 (Sections 9 and 10) for some remarks
on emphatic negation.
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As aresult of the analysis, the ‘zero’ marker is associated with affirmation, and
the overt marker with negation. This derives the interpretation of the marker not as
a negation marker (rather than a marker of affirmation). The markedness constraint
*NEG, introduced in Section 1.1 can be viewed as a sub-constraint of *MARK,
aimed at the avoidance of the more complex negative forms in the OT syntax. In
the end, the universal ranking of FNEG >> *NEG is nothing other than an iconicity
pattern, that is, an instance of Horn’s (1984, 2001) division of pragmatic labor or
Levinson’s (2000) M-heuristics. I conclude that negation constitutes a universal
category of natural language, because negation is a meaning that humans need to
express in their languages (de Swart 2009 for an evolutionary argument based on
L2 acquisition), but less frequently than affirmation.

3.1.3 Negation in OT Semantics

Jager (2003), Jiager and Rosenbach (2006), and Mattausch (2005, 2007) use an
asymmetric version of bidirectional optimization, in which forms are disqualified
as candidates if the intended meaning is not optimally recoverable. Such a model is
stricter than a symmetric version of bidirectional optimization, which adds up the
directions of optimization over meanings and optimization over forms (cf. Beaver
and Lee 2004 and Chapter 2, Section 5 for discussion of different models of bidi-
rectional optimization). For the expression of sentential negation (—p), the stricter
asymmetric model would be sufficient. After all, the negative (marked) meaning is
directly recoverable from the negative (marked) form.

However, in Chapters 4 and 6, I need to build an OT semantics that mirrors the
OT syntax, because I want to model how negative meanings arise as the optimal
interpretation of negative sentences in constructions in which the meaning is not
directly recoverable. That requires me to zoom in on the competition between dif-
ferent meanings as possible candidate meanings for a given particular form. This
requires a symmetric model of bidirectional optimization. In a symmetric model of
bidirectional optimization, the interpretation of utterances that contain a marker of
sentential negation is straightforward.

In Section 1.1, I already mentioned that the two constraints FNEG and *NEG are
neutral as to what they take to be the input and what the output. They were delib-
erately phrased in this way, so that they could be used in both OT syntax and OT
semantics. FNEG is satisfied in OT semantics if a form marked as negative is
mapped onto a negative meaning. *NEG is satisfied in OT semantics if the meaning
representation does not involve a negation. The same constraint ranking FNEG >>
*NEG adopted in OT syntax provides the desired interpretation of negative
sentences.

The input in Tableau 2 is a form (not S), and the output candidates evaluated by
the grammar are meanings. All interpretation tableaux in this book are set up in this way.
The choice is between an affirmative and a negative interpretation of the sentence.
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If FNEG outranks *NEG, the negative meaning (—p) comes out as the optimal inter-
pretation of a negative sentence like those in (1) and (2) in Section 1.1.

The syntax and semantics of propositional negation are connected by means of
strong bidirectional OT, which adds up the two directions of optimization over
forms and over meanings. Tableau 3 illustrates. The format of the bidirectional
tableau is slightly different from that of the unidirectional ones. Recall from
Chapter 2 (Section 4) that strong bidirectional OT optimizes over form—meaning
pairs. Accordingly, the input consists of form—meaning pairs [f,m], with different
possibilities for the values of fand m.

Tableau 3 shows that two bidirectionally strong pairs (indicated by the victory
hand ¢) emerge out of the comparison between marked and unmarked sentences
under the universal constraint ranking FNEG >> *NEG. The ‘zero’ form S pairs up
with the affirmative meaning p, because this pair does not violate any constraints.
The marked form not S pairs up with —p. Although this pair violates *NEG twice,
it is better than the two alternatives, each of which incur one violation of the higher
ranked constraint FNEG.

3.2 Negation in Users of Sign Language Who have Suffered
Brain Damage

In Section 1.1, the ranking FNEG >> *NEG was posited as part of the grammar of
all natural languages. The universal category of negation is thereby rooted in the
OT constraint ranking. The universality of this pattern was motivated as an evolu-

Tableau 2 Interpretation of propositional negation

Form Meaning FNEG *NEG
not S
p *
& | -p *

Tableau 3 Propositional negation in strong bi-directional OT

input [f,m] FNEG *NEG
f:S; f,:not S

m: p; m,: —p

S, pl )

[S. =p] * *
[not S, p] * *
[not S, —p] ¥ ok
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tionarily stable result that fits into Horn’s division of pragmatic labor (Section 1.2).
This outcome is potentially problematic for the system, as OT is founded on the
notion of soft constraint. This means that for any constraint, it should be possible
to find cases where the constraint is violated. The status of FNEG as a soft constraint
cannot be tested if it is never violated.

This section shows that in certain situations where language is developing (L1
acquisition by children) or has broken down (aphasia due to brain damage), there
may be systems in which FNEG loses against *NEG. Such restricted linguistic systems
support the view that FNEG is a soft constraint. These observations do not invalidate
the argumentation set up in Section 1.2, because young children and people who
suffer from brain damage encounter communicative problems that may affect the
Horn pattern of optimization. However, a restricted linguistic system in which
negation is not expressible and not interpretable indirectly supports the treatment of
negation advanced here, because it shows that in extreme cases FNEG can behave
like a soft constraint.

Children sometimes convey a negative meaning without using a negative form,
as in the Dutch utterance Aankomen! (‘touch!”), when they mean Niet aankomen!
(‘don’t touch’). The reason for omitting the adverb might be the ranking of the
constraint *NEG above FNEG. The meaning the child intends to convey is clearly
negative: Niet aankomen! (‘don’t touch!’) is a common command in the presence
of children, and its positive counterpart Aankomen! (‘touch!’) is never used by adult
speakers.’

The production patterns must be extended to comprehension with caution.
Comprehension of negation is difficult to test with young children, because their
linguistic and cognitive development proceeds in tandem. Given that this book
focuses on truth-functional negation, and early negation in child language might
have pre-logical meanings (cf. Horn 1989), I do not intend to develop a full theory
of the L1 acquisition of negation, but cf. de Swart (2009) for an extension of the
model to L2 acquisition, with implications for language genesis.

Atkinson et al. (2004) offers a study on the understanding of negation by users
of British sign language (BSL) with unilateral left and right hemisphere lesions (LH
and RH). The remainder of this section heavily relies on their insights.

People with normal hearing use a variety of linguistic and paralinguistic ways to
express negation. The lateral head-shake conveys negation in many cultures, and a
furrowed brow is a universal feature of a communicative display suggesting
negativity in intention or emotion. Languages allow more focused aspects of nega-
tion to be expressed through lexical forms (not, never, ...) or affixes (in + exact,
...), sometimes accompanied by special morpho-syntactic structures (he left/he
didn’t leave). Both speakers and signers make use of gestures. Users of spoken
language, may use facial, manual or vocal gestures. Manual gestures can occur

SThanks to an anonymous reviewer for drawing my attention to the child language data.
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alongside linguistic elements. Manual gestures may resemble the signs of sign
language but they are processed independently of signs.

British Sign Language (BSL) is conveyed using both hands that function rela-
tively independently, and this process is supported by further articulators in the
face and head. The two hands generate simultaneous syntactic structure in a spe-
cific way that is not available to the users of spoken language. The face can
convey important phonological, morphological and syntactic information at the
same time.

Negation in signed languages is achieved by a combination of manual and non-
manual elements. Sign languages for which the expression of negation has been
investigated are strikingly similar in this respect: a manual negation element is
combined with nonmanual elements and the manual sign is usually optional. In
BSL, negation is indicated by a variety of nonmanual negation elements. These
include one or more short lateral head shakes, a furrowed brow, narrowed eyes, and
down-turned mouth, either alone or in combination. There are also lexical and
affixal forms of negation, which use manual actions as well as the mandatory facial
and head movements. However, facial negation is an obligatory feature of negation
in sign language, whereas manual negation is optional. In this respect, BSL con-
trasts with spoken English, where a negative statement is always marked by a lexi-
cal or morphological feature.

In sign languages, negation can occur without lexical or morphological marking,
using face—head actions only. Atkinson et al. are interested in the status of face-head
actions: are they part of syntactic structure, or do they involve prosody? Prosodic
expression of negation is rare in spoken languages, but not impossible: in a small
number of African and Austronesian languages, negation is realized through pro-
sodic change only, primarily by a change of tone or lengthening of vowels (Dahl
1979). Given that both syntactic and phonological information can be conveyed by
the face in BSL, the two options are a real issue in sign language. The study by
Atkinson et al. was set up to decide between these two options.

The purpose of the study was to explore the extent to which adults who are either
native users of BSL or acquired it at an early age, and who then suffered unilateral
brain lesions, show specific anomalies in processing negation. Producing facial
negation is a problem for the BSL users with RH lesions (Bencie Woll, 2005, per-
sonal communication). This is caused by the neurological damage related to RH
brain damage which means that these patients have a ‘mask-like’ face that does not
express emotion. As a result, these BSL users do not have access to the articulator
in the face in their sign production. Therefore, the main accent of the study is on
processing negation.

Atkinson starts from the assumption that language perception and production is
localized in the same way irrespective of whether people speak or sign. This raises
the question whether BSL users who have suffered a unilateral lesion show disso-
ciations in their understanding of negative statements and, if so, whether this varies
according to the type of utterance. Atkinson’s study looks at how well these patients
comprehend negation expressed through face and head actions alone as compared
to these actions together with manual elements (lexical or morphological).
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If facial negation is a direct surface realization of syntax, then users with lesions
in their left-hemisphere (LH) should show impaired negation processing along with
other language processing difficulties. However, there should be no distinction
between the different realizations of negation: both face-only and face-and-hands
(lexical) displays would be difficult for LH lesion patients to understand because in
this case the facial and manual signs are both related to syntax. Even if they are
unable to understand emotive facial expressions, BSL users with right hemisphere
(RH) lesions should be able to understand combinations of facial expression and
hand movements as expressions of negation, since for sign users these movements
form part of their language system and the language processing centre is located in
the (undamaged) left hemisphere (LH).

If facial negation maps to surface prosodic rather than to syntactic structures, the
prediction is quite different. In this case, patients with RH lesions would be
expected to show a spared understanding of negation that is conveyed by means of
a manual (lexical) element, since this can be processed by the unimpaired language
module in the LH. However, there should be impaired processing of facial negation
in line with other impairments in prosody or facial expression processing in this
group. For LH lesion patients, negation should be understood relatively well in
comparison to their other linguistic problems since all negation in BSL, whether or
not it includes a manual gesture, includes facial and head gestures. This means
there should be no dissociation between manual and facial negation in BSL users
who have LH lesions.

Atkinson et al. carried out a number of tests to investigate and compare language
comprehension in the two groups of patients. In general, the RH lesion group
scored within normal limits on the comprehension test of BSL. None of the indi-
viduals with RH damage displayed aphasia in conversations. However, they had
problems with the pragmatic and discourse aspects of language. The individuals
with LH damage scored outside normal limits on all the language tests. According
to Atkinson et al., these findings are consistent with studies on deaf American sign
language users who have brain lesions: people with LH damage display sign aphasia,
while those with RH damage do not.

The negation experiment that Atkinson et al. carried out was a comprehension test.
In this task, patients with LH or RH lesions were presented with two pictures: an
image and its opposite. Investigators used BSL to communicate either a positive or
a negative statement to the patients and asked them to match it to the appropriate
picture. Different word classes were tested: nouns, adjectives, and verbs. Negative
statements comprised a single noun, adjective, or verb together with a negative face
and head marker. Half of the negative items, additionally, used a lexical/manual
marker. The test, therefore, compared comprehension of lexically marked (manual)
and unmarked (facial) negation as a function of word class. Atkinson et al. found
that RH lesions impaired performance more than LH lesions. Problems found in the
RH group were almost entirely to do with items requiring comprehension of
facially marked negation in the absence of a lexical/manual marker. All patients
with RH damage were significantly worse at comprehending negation without the
lexical/manual marker.
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There was one person with RH damage who had normal hearing, but who had
learnt sign language at a young age because both parents were deaf. This provided
an opportunity to test the comprehension of spoken English negation and compare
it to comprehension in sign language. The test Atkinson et al. used for spoken lan-
guage mirrored the format of the BSL task. This particular patient performed per-
fectly on the spoken English test, but displayed problems characteristic of RH
damage in the sign language test.

In general, Atkinson et al. found that BSL users with RH lesions are impaired
with respect to reading facial negation in comparison to manual (lexical and mor-
phological) negation. This dissociation was not detected in the group who had LH
lesions and various language difficulties. Atkinson et al. conclude that nonmanual
negation in sign language may not be a direct surface realization of syntax. They
propose that some aspects of the linguistic analysis of sign language are achieved
by prosodic analysis systems (analysis of face and head gestures) that are lateral-
ized to the right hemisphere.

These results are of great relevance to the study of the universal order FNEG >>
*NEG. BSL is like the spoken languages investigated so far in that negative sen-
tences are marked in ways that affirmative sentences are not. Thus, the grammar of
BSL instantiates the ranking FNEG >> *NEG. Prosodic knowledge of sign language
users is assumed to be located in the right hemisphere. If the right hemisphere is
damaged, production and comprehension in relation to the prosodic system should
be entirely blocked. In OT terms, the brain damage results in a general ranking of
*MARK >> FAITH in the prosodic domain, where *MARK is an overall markedness
constraint (blocking all structure and all interpretation), and FAITH is an overall
faithfulness constraint (requiring a correlation between input and output). Under
the overall ranking *MARK >> FAITH, no prosodic signs are produced, and none are
understood: the output from the prosodic part of the system is always unmarked,
independently of the input.

If *NEG constitutes a subconstraint of *MARK (cf. Section 1.2), and FNEG a
subconstraint of FAITH, the ranking *NEG >> FNEG can be viewed as a particular
instance of the general constraint ranking *MARK >> FAITH. If negation is part of
the prosodic realization of the utterance, it will not be processed as semantic negation
by the hearer. No prosodic negation is produced under this ranking. The two direc-
tions of optimization block the expression and the comprehension of negation in the
prosodic domain.

The L1 acquisition and the aphasic system of sign language users provide the
two situations I found in which the universality of the ranking FNEG >> *NEG is
violated. Of course, young children have not yet developed the full communicative
skills of adults (cf. Hendriks et al. 2009, Chapters 4 and 5), and brain damage may
very well affect general human cognition. So the linguistic systems of BSL users
with LH- or RH lesions may be subject to very different constraints from those of
full linguistic systems used by unimpaired adults. In particular, the fact that children
and aphasics may not be able to follow the Horn patterns of division of pragmatic
labor because of immature cognition or damage to certain parts of the brain does
not necessarily lead to similar patterns in the languages of the world.
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The important insight is that first language acquisition and aphasia offer
instances of the grammar in which FNEG is violated, and must be characterized
as a soft constraint that can be demoted in the constraint hierarchy. The OT sys-
tem permits a description of the normal adult stage as well as the acquisition
pattern and the pathological case in terms of the same constraints. The data from
L1 acquisition and the aphasic pattern then support the treatment of FNEG as a
soft constraint.

3.3 Typological Variation in the Placement of Negation

There is a large body of literature about the syntax of negation, in all kinds of theo-
retical frameworks, and in synchronic research as well as diachronic work. It is
impossible for me to review this literature and do justice to it here. It would also
lead me too far away from my concerns with the syntax—semantics interface.
Instead, what I will do is rephrase some of the key insights from the descriptive,
typological and theoretical literature in OT terms, thereby shedding light on the
underlying similarities of natural languages, as well as respecting the complex pat-
terns of differences between them. Thus the focus is on the range and limits of
cross-linguistic variation.

Section 3.1 discusses preverbal and postverbal negation. Section 3.2 adds dis-
continuous negation. Section 3.3 describes Jespersen’s typology of the placement
of negation in natural language in terms of the joint maximization of two con-
straints, as opposed to a third, weaker constraint.

This section is restricted to the placement of the negation marker in finite main
clauses. In many languages, the position of negation in subordinate clauses and
nonfinite constructions raises a separate set of complex syntactic questions. Some
of the relevant issues will be sketched in Section 5, but they will not receive a full
analysis in this book. Note also that this chapter is concerned with the expression
of propositional negation by means of a negation marker. Some restrictions on the
position of negative indefinites will be addressed in Chapter 4 (Section 1).

3.3.1 Preverbal and Postverbal Negation

The fact that all (full) natural languages have ways to express propositional negation
is reflected in the universal ranking FNEG >> *NEG. But these two constraints
do not say anything about the way negation is realized in natural language. The
most common realization of negation involves the use of a marker of sentential
negation. This marker, glossed as sN, realizes the propositional negation = in sen-
tences (1) and (2) in Section 1.
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Once it has been established that there is a special negative marker, the question
arises where this marker is placed in the sentence. This section investigates the
position of negation in the sentence across languages. The focus is on the placement
of negation relative to the verb.® In (6) and (7), I provide examples of negation in
preverbal and postverbal positions, respectively:’

(6) Preverbal negation

a. Maria non parla molto. [Ttalian]
Maria sN talks much.
‘Maria doesn’t talk much.’

b. Juanno ha llamado a su madre. [Spanish]
Juan sN has called to his mother.
‘Juan hasn’t called his mother.’

c. 7oli ma: rach lidda: %iro [Baghdad Arabic]
Ali sN went to the office *
Ali didn’t go to the office.’

d. A vaga ko ba bene. [Koromfe]
ART d0g.SG DET.NONHUMAN.SG SN come.PASt
“The dog did not come.’

e. tad busi [Chinese]
3sG sN die
‘S/he refuses to die/won’t die.’

f.  Janos nem dohdnyz-ik. [Hungarian]

Janos sN  smoke.3sG
‘Janos doesn’t smoke.’
g. On ne igraet. [Russian]
he sN plays.
‘He doesn’t play.’

°Several attempts have been made to relate the position of the marker of negation to the basic SVO
order of the language. Although there are some general tendencies, Dahl (1979) and Dryer (1988)
find exceptions to any strict correlation. The placement of negation with respect to the verb seems
to have the most important implications for the syntax—semantics interface, so I focus on preverbal
and postverbal positions. Compare also Chapter 1, Section 2 for remarks on this issue.

"The Romance examples are from Zanuttini (1991, 1996). The Baghdad Arabic example is from
Payne (1985). The Koromfe example and the Gbaya Kaka example are from Dryer (2007).
Koromfe is a Niger-Congo language spoken in Burkina-Fasso and Mali; Gbaya Kaka is a Niger-
Congo language spoken in Cameroon. The Chinese example and the Tamil example are from
Croft (1991). The Turkish and Japanese examples are from Morimoto (2001). For the examples
quoted, I copy the glosses from the source, except for the marker of sentential negation, which I
consistently gloss as SN, even if not in the original, in order to maintain uniformity.
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(7) Postverbal negation

a. Mariaa parla nen tant. [Piedmontese]
Maria cr talks SN much.
‘Maria doesn’t talk much.’

b. Maria spricht nicht viel. [German]
Maria talks s~ much.
‘Maria doesn’t talk much.’

c. Jagkisste inte Anna. [Swedish]
I kissed sN Anna
‘I didn’t kiss Anna.’

d. Mi-zok wi ndong na [Gbaya Kaka]
IsG-see person that SN
‘I do not see those people.’

e. naan pooka-le [Tamil]
I £20-SN
‘I didn’t go.” / ‘I am not going.’

f.  John elmalar-i ser-me-di-@ [Turkish]

John apples-Acc like-SN-PAST3SG
‘John didn’t like apples.’
g. Taroo-wa asagohan-o tabe-na-Katta. [Japanese]
Taroo.TOP breakfast.ACC ate.SN.PAST
‘Taroo didn’t eat breakfast.’

The marker of sentential negation need not be an independent word; it can be an
affix as in (7f, g). Preverbal negation frequently cliticizes onto the verb (as French
ne, cf. example 9b), and can even be incorporated in the verb. Mazzon (2004: 29)
reports that Old English had many commonly used verbs in which negation ne was
incorporated: forms of wesan (‘to be’) (nis/nys beside is, nere beside were, etc.),
and all the forms of nillan (beside willan > will), nabban (from habban > have),
nagan (from agan), and nytan beside witan. Most of these forms disappeared from
later stages of the language.

Borsley and Jones (2005: 49) report distinct negative forms with initial d/f for a
number of frequent verbs in modern colloquial Welsh, and provide pairs of sentences
like the following:

(8) a. Oedd Sioned yn  gweithio. [colloquial Welsh]
be.IMPF.38G Sioned PROG work.
‘Sioned was working.’
b. Doedd Sioned ddim yn  gweithio.
SN.be.IMPF.3sG Sioned SN PROG work
‘Sioned was not working.’

The preverbal particle ni(d) that characterizes formal Welsh has disappeared from
colloquial Welsh, but survives as a special negative form of the verb, at least for
certain verbs. Incorporation of negation is not only seen in verbs, but also in pro-
nouns and adverbs (e.g. English ever-never). Negative incorporation into indefinites
will be treated in Chapter 4.
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I will not distinguish between negative particles and negative clitics/affixes, but
gloss them all as sN. In so far as the syntax interacts with the morphophonological
system of a language, the effects of this interaction on the marker of sentential
negation are outside the scope of this book.

Even though the examples in (1), (2), (6)—(9) do not reflect the full range of typo-
logical variation, they indicate two important patterns. In Italian, Spanish, formal
Welsh, Chinese, Russian, Hungarian, and many other languages, sentential negation
directly precedes the verb (6), (2a-e). In Piedmontese, a dialect spoken in northern
Italy, the sentential marker nen follows the finite verb (7a). The same situation is found
in Germanic languages such as German (7b) and Swedish (7¢). In English, negation
follows the auxiliary (1a, b), but precedes the main verb (1a, c, cf. Section 3.4).

These two main tendencies have already been described by Jespersen (1917).
On the one hand, there is a strong tendency “to place the negative first, or at any
rate as soon as possible, very often immediately before the particular word to be
negated (generally the verb)” (Jespersen 1917: 4). Horn (1989: 292-293) uses the
term NegFirst for this tendency. NegFirst is motivated by communicative effi-
ciency, i.e. to “put the negative word or element as early as possible, so as to leave
no doubt in the mind of the hearer as to the purport of what is said” (Jespersen
1924: 297), quoted by Horn (1989: 293). The close connection between the verb
and sentence negation is expected if Aristotle’s and Jesperson’s view of negation as
predicate denial is adopted, as argued extensively in Horn (1989). If (propositional)
negation typically bears on the verb, an immediately preverbal slot is the natural
position for the marker of sentential negation. Evidence from early L2 acquisition
supports this claim (cf. de Swart 2009).

Although many languages have a preverbal marker of sentential negation, the
examples of postverbal negation in (7) indicate that NegFirst is not an absolute rule.
NegFirst is opposed by another strong tendency, which I label as FocusLast. FocusLast
reflects that given information comes early in the sentence, and new or significant
information comes last in the sentence. FocusLast is not specific to negation, but is a
pragmatic strategy or an instance of information structure that mainly operates at the
discourse level. In languages in which word order is not strict, principles of informa-
tion structure often interact with linear order. If negation is part of the new information
expressed by the sentence, it is expected to show up late, rather than early in the sen-
tence. FocusLast for negation is then motivated by the idea that the negative force is
stronger if the negator comes later in the linear order (Mazzon 2004: 97).

In languages like German and Swedish, the postverbal position of the marker of
negation is the result of a diachronic development where postverbal adverbials that
originally served as emphasis for the negation gradually took over the negative
force of the sentence, while maintaining their postverbal position (7b, c). The out-
come of this diachronic process is a grammaticalization of the postverbal position
of negation (at least in main clauses). In these languages, FocusLAsT as applied to
negation does not operate as a purely pragmatic constraint, but functions in the
syntax. I will come back to the diachronic development commonly referred to as
the ‘Jespersen cycle’ in Section 4. For now, I develop a typological approach in a
synchronic perspective.
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Although NegFirst and FocusLast are grounded in information structuring
principles, I treat them here as grammatical constraints. Given that NegFirst and
FocusLast are both strong tendencies, but not hard rules, they work best as violable
constraints that can be ranked with respect to each other and to other constraints.
I propose the following formulations for the two constraints in OT:

¢ NEGFIRST
Negation precedes the finite verb

¢ FocusLasT as applied to negation
Negation as new information comes last in the sentence

In this book, I am only concerned with the role of FOcCUSLAST in the placement of
negation.’?

Languages with preverbal negation then have grammars in which NEGFIRST is
strong, and languages that do not have preverbal negation have grammars in which
NEGFIRST is ranked low. Similarly, if a language has a grammar with a high ranked
position for FocusLAST as applied to negation, it can push the marker of sentential
negation to a later position in the sentence.

The assumption that both rankings NEGFIRST >> FocusLAsT and FOcUSLAST >>
NEGFIRST are available in the grammar gives rise to tableaux 4 and 5 for the two
general positions of the marker of sentential negation with respect to the verb.’

Tableau 4 Preverbal negation (Italian, Spanish, formal
Welsh,...) (first version)

Meaning Form NEGFIRST | FocusLAsT
P
& [ (S)sNV(0) *
(S) Vs~ (O) *

Tableau 5 Postverbal negation (Piedmontese, German, Dutch, ...)
(first version)

Meaning Form FocusLAsT NEGFIRST
p
S)sNV (0) *
& [ (S) Vs~ (O) *

8Aissen (1999, 2003) uses a general markedness constraint *CASE, which can be split up into dif-
ferent subconstraints. In a similar way, FocusLAsT can work out in different ways for negation
and other constructions sensitive to focus within a language (cf. Rooth 1985).

FNEG is always the highest ranked constraint, and it is left out here, so the tableaux concentrate
on candidates that realize negation at least once. In order to avoid the discussion about word order,
I give the tableaux in SVO form, but with S and O between brackets, to indicate that these could
also get a different position. An anonymous reviewer correctly points out that NEGFIRST does not
distinguish between S sN V (O) and sN S V (O). According to Dryer (1988), SVO languages are
most commonly S SNVO, and the examples in (6) above illustrate this preference. I am only con-
cerned with the position of negation with respect to the verb (cf. footnote 6), so I leave out the
competition between S sN V (O) and sN S V (O).
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The occurrence of preverbal or postverbal negation in a particular language
is then governed by the ranking of the two constraints FocusLAasT and
NEGFIRST.

3.3.2 Adding Discontinuous Negation

In Tableaux 4 and 5, the competition is limited to NEGFIRST and FocusLAsT. This
set-up suggests that there is a forced choice between the preverbal and the post-
verbal position. However, languages can also display discontinuous negation.
This configuration combines two negation markers, one of which usually occurs in
a preverbal position, and the other one in a postverbal position. The examples in (9)
illustrate.'

(9) Discontinuous negation
a. Ne bid he na geriht. [Old English]
SN is he sN righted
‘He is not/never set right (=forgiven)’

b. Elle ne vient pas. [written French]
She sN comes SN.
c. U nli sent nent. [Cairese Piedmontese]

3.Cc’L SN him hears sN.
‘He can’t hear him.’

d. Igl bab na lavoura betg. [Surmeiran]
the father SN works sN
“The father doesn’t work.’

e. Nisoniodd Sioned ddim am y digwyddiad. [formal Welsh]
SN mention.PAST.3sG Sioned NEG about the event
‘Sioned did not talk about the event.’

f.  Doedd Gwyn ddimyn cysgu. [informal Welsh]
SN.be.IMPF.3sG Gwyn NEG PROG sleep
‘Gwyn was not sleeping.’

g. baba wo-shiinai tapa u. [Kanakuru]
father sN-he drink tobacco SN
‘My father does not smoke tobacco.’

"The Old English example (9a) is from Mazzon (2004). The Romance examples are from
Zanuttini (1996: 5). Kanakura is a West Chadic language spoken in Nigeria. The Welsh examples
are from Borsley and Jones (2005: 22, 26). The Kanakura example (9g) is from Dryer (2007). The
Afrikaans example (9h) is from K. van Gass (2007, personal communication), and the Breton
example in (91) from Stump (1989), quoted in Legendre (2001). The Moroccan Arabic example
(9j) is from Benmamoun (2000).
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h. Haar suster het nie haar verjaarsdag vergeet nie. [Afrikaans]
Her sister has sN her birthday  forgotten sN
‘Her sister didn’t forget her birthday.’

i. Nelenn ket Annaal levr. [Breton]
SN read-3 sN Anna the book
‘Anna does not read the book.’

j- Omar ma-taykteb-sh [Moroccan Arabic]
Omar SN-ASP-3M-write-SN
‘Omar doesn’t write.’

I call this phenomenon ‘discontinuous negation’, because there is only one nega-
tion in the semantics. That is, all the sentences in (9) express a proposition of the
form —p, with p an atomic proposition. However, negation is expressed by two
‘bits’ of form, one preceding the verb, the other following it. Syntactically then,
we have double negation, but semantically, the sentence conveys just a single
negation.

Mazzon (2004: 27) indicates that the discontinuous negation in (9a) was a rather
unstable phenomenon in the late Old English and Early Middle English period. The
written French example in (9b) illustrates the bleaching of preverbal ne to a syntac-
tic negator, whereas the expressive force of negation is borne by the postverbal
negator pas (cf. Godard 2004 and references therein). In spoken French, ne is on its
way out: ne is dropped in many cases, in favor of a system which only uses the
postverbal negator pas. However, presumably under the pressure of prescriptive
grammar, ne is maintained in the written language.

In formal Welsh, which reflects an older stage of the language, the postverbal
ddim is optional (9e). In informal Welsh (9f), the preverbal particle has disap-
peared, but it survives in incorporated form on some verbs, such as oedd-doedd, as
already pointed out in (8). Although the verb appears in a negative form, it is unable
to express semantic negation, and the presence of the postverbal adverb ddim is
obligatory. Negation on the verb in (9f) is then semantically bleached, in the same
way as preverbal ne is in written French (9b).

Discontinuous negation is crosslinguistically relatively rare; it is usually not
very stable in a diachronic sense, and one of the markers may undergo semantic
bleaching. The English, French, and Welsh data shown in (9) support this view.
Reasons of economy might explain the rarity of discontinuous negation: syntacti-
cally, the double marking found in discontinuous negation is of course rather
costly.

In terms of the OT system, discontinuous negation arises when both NEGFIRST
and FocusLAsT are satisfied, whereas in the examples in (6) and (7) either one
or the other was violated. Discontinuous negation then involves a grammar in
which both NEGFIRST and FocusLAsT are ranked above *NEG (Tableau 8).
Systems with preverbal or postverbal negation are then properly captured by the
insertion of *NEG in between the constraints NEGFIRST and FocusLAstT
(Tableaux 6 and 7).
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Tableau 6 Preverbal negation (Italian, Spanish, formal Welsh,...) (final version)

Meaning Form NEGFIRST *NEG FocusLAsT
-p
& | (S)sNV (0) * *
(S) Vsn (O) * *
(S) sN V sN (O) ik

Tableau 7 Postverbal negation (Piedmontese, German, Dutch, ...) (final version)

Meaning Form FocusLAsT *NEG | NEGFIRST
-p
(S)sN V (0) * *
= | (S) Vs~ (O) * *
(S) sN V sN (O) HE

Tableau 8 Discontinuous negation (Old English, written French, colloquial Welsh,
Kanakuru, ...)

Meaning Form NEGFIRST FocusLaAsT *NEG
—p
(S)sN V (0) * *
(S) Vsn (O) * *
& | (S)sN VsN (O) o

Tableaux 6-8 indicate that *NEG is a gradable constraint that incurs one violation
for every instance of a negative form. In the case of discontinuous negation, *NEG
is violated twice in order to satisfy the two faithfulness constraints ranked above it.

Grammars with a low ranking of *NEG in the OT syntax are the hallmark of
negative concord systems, as Chapter 4 will show. Discontinuous negation is then
part of our understanding of the syntax and semantics of negative concord and
double negation.

3.3.3 A Typology of the Placement of Negation in Natural
Language

In OT, typological variation is accounted for in terms of reranking. A full factorial
typology would lead to six possible constraint rankings for the three constraints
*NEG, NEGFIRsST, and FocusLast. However, natural languages display only three
main patterns, namely preverbal negation, postverbal negation, and discontinuous
negation. A closer look at the constraint rankings reveals that each case involves the
joint ranking of two constraints as higher than the third one.
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Table 1 Typology of placement of negation w.r.t. the verb

Preverbal negation {NEGFIRST, *NEG} >> FOCUSLAST
Discontinuous negation {NEGFIRsT, FocUSLAST} >> *NEG
Postverbal negation {FocusLAsT, *NEG} >> NEGFIRST

Note that the two highest constraints in Tableaux 6—8 are connected by a dotted
line, rather than a straight line. The dotted line indicates that the relative ranking of
the two constraints cannot be decided on the basis of the candidates displayed, so
they are ranked equally high. The three grammars are summarized in Table 1,
where two constraints ranked equally high are enclosed in curly brackets.

Given that two different constraints are paired up in each case, the three con-
straints are not harmonically bound, and no reduction in the number of constraints
is possible. However, the result of the pairing up of constraints is that the factorial
typology leads to three main rankings, rather than six.

The idea behind the three-way partition in the position of negation is that all
three constraints capture a fundamental and highly valued aspect of the expression
of negation, namely the markedness of negation, and its preference for either a
preverbal position or a focus position late in the sentence. It is impossible to satisfy
all three constraints at the same time, because they are partially conflicting.
However, it is possible to maximize the satisfaction of two constraints by accepting
the violation of the third one. This provides a better optimization strategy than a full
factorial typology.

The joint maximization of two constraints as opposed to a third, weaker con-
straint leads to three possible rankings, which correspond to the three main patterns
found in natural language. In this way, the OT analysis models Jespersen’s (1917)
findings in a principled way.

3.3.4 Refinements in the Postverbal Domain

The basic typology corresponding with Jespersen’s (1917) findings is worked out
in Section 3.3. This section considers some more complex cases that rely on vari-
ants of the constraint NEGFIrST. English do-support and postverbal discontinuous
negation in Afrikaans are central to the discussion.

It is generally admitted that negation in modern English is difficult to character-
ize in terms of NEGFIRST and FoCUSLAST, because negation follows the auxiliary
verb (10a, b), and triggers do-support with lexical verbs (10c, d):

(10) a. Iam not sick.
b. He may not be available.
c. Idonotsing.
d. Mary does not talk much.
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Dryer (1988: 93) and Horn (1989: 456) suggest that the construction of do-support
finds its motivation in NEGFIrST. The periphrastic do-support construction is
known to have already existed in the 15th century and became standard by the 17th
century. As pointed out by Horn (1989: 435, 436), Shakespeare uses both the forms
‘I love you not’ and ‘You do not love me’. In diachronic terms, do-support involves
restoration of a version of NEGFIRST (not preceding the finite verb, but preceding
the main verb) in the presence of a postverbal adverbial not.

Not, which originates from nawiht/nogh/nahtet ‘nothing’, has taken over the
negative force in modern English. Mazzon (2004: 75) argues that English verbs
come in two classes, operators (modals and auxiliaries as in 10a, b) and nonoperators
(lexical verbs as in 10c, d). This suggests that the version of NEGFIRST operative in
modern English involves precedence with respect to a nonoperator, i.e. the (main)
lexical verb.!

¢ NEGFIRST (lexical verb)
Negation precedes the (main) lexical verb

The version of NEGFIRST used so far in the characterization of Italian, formal
Welsh, and other languages that have a marker of sentential negation that precedes
the finite verb does not apply to modern English. However, the replacement of
NEGFIrST by NEGFIRST (lv) brings English within the range of languages that
express negation ‘early’ in the sentence. English negation is captured by the grammar
{NEGFIrsT (lexical verb), FocusLasTt} >> *NEG, as illustrated in Tableau 9.
Tableau 9 illustrates that a grammar in which both (a version of) NEGFIrRsT and
FocusLasT rank higher than *NEG does not necessarily need discontinuous nega-
tion. The auxiliary do is a ‘expletive’ verb that does not carry semantic meaning,

Tableau 9 Do-support in modern English negation

Meaning Form NEGFIRST (lv) | FocusLAsST | *NEG
—Talk(m)
Mary not talks much * *
Mary talks not much * *
Mary not talks not much ok
% | Mary does not talk much *

'"Neg-Raising seems to be related to NegFirst in a more general sense, cf. also Horn (1989) and
Mazzon (2004: 97). NegRaising is the phenomenon that raises the sentential negation from the subor-
dinate clause to the main clause with certain verbs of communication, cf. (ii) as opposed to (i):

i. I think you will not find him.
ii. I don’t think you will find him.

NegRaising leads to the expression of negation earlier on in the complex sentence. It carries spe-
cial meaning effects (cf. Horn 1989: 321-359). Given that this study is restricted to simple clauses,
I will not attempt to formulate rules for NegRaising in the OT system.
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but is inserted in order to satisfy FocusLAsT (postverbal position) as well as
NEGFIRST (in the version in which negation precedes the lexical verb).!?

An important conclusion to draw from the discussion of modern English is that
NEGFIRST is possibly not a single constraint. Rather, it is a particular pattern that
supports the occurrence of negation ‘early’ in the sentence or ‘high’ in the hierar-
chical structure. Accordingly, it should probably be seen as a cluster of tightly
related constraints that interact with the rest of the syntax. Usually, one particular
version of NEGFIRST will do for the grammar of a particular language. ‘Negation
precedes the finite verb’ seems to be the most common version, but in modern
English another version of NEGFIRST is operative.

Further support for a reformulation of NEGFIRST comes from a language like
Afrikaans. Section 3.2 analyzes patterns of discontinuous negation in which one bit
occurs to the left of the verb, and another bit to its right. However, Afrikaans dis-
plays a pattern of postverbal discontinuous negation in which both composing parts
follow the finite verb in main clauses, as illustrated in (11):

(11) a. Ikhet hom nie gesien nie. [Afrikaans]
I have him sN seen SN
‘I have not seen him.’
b. Ons maak nie 'n gemors nie.
We make SN amess SN
‘We’re not making a mess.’

The pattern in (11) suggests that the first occurrence of nie should immediately
follow the finite verb (except for clitics), and the second occurrence of nie should
be sentence final. The sentence-final position of nie corresponds with a high ranking
of FocusLasT. The first occurrence of nie can be licensed by a revised version of
NEGFIRST, which requires the negation marker to precede all other postverbal
material.'® Both constraints outrank *NEG, in line with the analysis of discontinuous
negation developed in Section 3.2.

¢ NEGFIRST (Afrikaans)
Negation must precede all material following the finite verb

If NEGFIRST is replaced with NEGFIRST (Afrikaans) in Tableau 8, the discontinuous
negation pattern illustrated in (9h) and (11) falls out immediately.

Chapter 5 offers versions of NEGFIRST that are operative in varieties of collo-
quial Welsh that use the postverbal marker of negation ddim. This discussion is

12 As a finite verb, the auxiliary do of course carries inflection for person and tense. However, it
does not contribute the kind of semantics found with modal auxiliaries or have/be in the construc-
tion of perfect tenses. This is the reason I label it an ‘expletive’ verb along the lines of the expletive
subjects discussed in Chapter 2 (Section 2).

3The constraint does not handle the exceptional case of clitics. Within OT, it is possible to account
for examples like (11a) as opposed to (9h, 11b) by imposing a stronger constraint governing the
position of clitics. I will not spell out such a constraint here, but the gist of it will be clear.


10.1007/_5
10.1007/_2

3.4 A Dynamic Analysis of the Jespersen Cycle 103

postponed until Chapter 5, because the Welsh data imply an interaction between the
marker of sentential negation and negative indefinites.

What emerges from a range of typological studies is that natural languages have
a strong desire to express negation early in the sentence, even those that locate the
marker of negation in the postverbal position (Dryer 1988, 2007). These findings
support the view that preverbal negation in early L2 acquisition and, possibly, lan-
guage genesis constitutes an instance of the ‘emergence of the unmarked’ (de Swart
2009). Accordingly, the constraint NEGFIRST plays an important role in the gram-
mar of many languages, as will be underscored in Chapters 4 and 5.

The examples of preverbal, postverbal, and discontinuous negation in (6)—(11)
indicate that grammars strike a balance between different desirable properties,
which cannot all be satisfied simultaneously. What constitutes the optimal position
for negation depends on the strength of the three constraints, NEGFIRST, FOCUSLAST,
and *NEG, and may vary from one language to the next. Of course it is not a coin-
cidence that the three basic constraint settings illustrated here correlate with the
three main stages of the Jespersen cycle. The patterns of diachronic change are
worked out in Section 4.

3.4 A Dynamic Analysis of the Jespersen Cycle

Section 3 discussed the position of the marker of sentential negation in the sentence
in terms of two opposing tendencies: NEGFIRST and FocusLaAsT. I argued that the
contrast between preverbal expression of negation in languages like Italian, formal
Welsh, etc. is the result of the dominance of NEGFIRST, whereas the postverbal
expression of negation in languages like Piedmontese, Dutch, and German illus-
trates the effect of FocusLAsT. Discontinuous negation as in Old English, written
French, colloquial Welsh, and Kanakura arises when both constraints are satisfied,
and *NEG is ranked low.

The typological observations made in Section 3.3 are here connected to the pattern
of diachronic change commonly referred to as the ‘Jespersen cycle’. Section 4.1
describes the empirical patterns, and Section 4.2 provides the OT analysis. Sections
4.3-4.4 provide reflections on intermediate stages. Section 4.5 relates the develop-
ments to the pragmatics of negation, and Section 4.6 discusses the advantages of a
dynamic versus a static approach.

3.4.1 Patterns of Diachronic Change

Jespersen formulates the diachronic pattern as follows: ‘The history of negative
expressions in various languages makes us witness the following curious fluctua-
tion: the original negative adverb is first weakened, then found insufficient and
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therefore strengthened, generally through some additional word, and this in turn
may be felt as the negative proper and may then in course of time be subject to the
same development as the original word’ (Jespersen 1917: 4), quoted by Horn
(1989: 452).

A few pages later, Jespersen adds: “Now, when the negative begins a sentence,
it is on account of that very position more liable than elsewhere to fall out, by the
phenomenon for which I venture to coin the term of prosiopesis (the opposite of
what has been termed of old aposiopesis): the speaker begins to articulate, or
thinks he begins to articulate, but produces no audible sound (either for want of
expiration, or because he does not put his vocal chords in the proper position) till
one or two syllables after the beginning of what he intended to say. (...) The
interplay of these tendencies — weakening and strengthening and protraction —
will be seen to lead to curiously similar, though in some respects different devel-
opments in Latin with its continuation in French, in Scandinavian and in English.”
(Jespersen 1917: 6).

The trajectory of the Jespersen cycle is well documented for English (Jespersen
1917, 1924, 1933, Horn 1989, Mazzon 2004, Wallage 2005, 2008), French (Bréal
1897, 1900, Jespersen 1917, Horn 1989, Rowlett 1998, Godard 2004), German
(Jager 2005, 2008), and Dutch/Flemish (Hoeksema 1997, Postma 2002, Zeijlstra
2004, Van der Auwera and Neuckermans 2004, Breitbarth and Haegeman 2008).
Although Borsley and Jones do not describe it in these terms, it is traceable for
Welsh in their (2005) book (cf. Section 4.3). Horn’s (1989: 455) view of the English
and French development is summarized in Table 2. Mazzon (2004) qualifies the
development by indicating that there are overlapping patterns in different stages of
English, but agrees with the overall picture.

Zeijlstra’s (2004: Chapter 4) summary of the diachronic development in Dutch
is in Table 3. In modern Dutch spoken in the Netherlands, the cycle has been com-
pleted. In other Dutch dialects (mostly spoken in the south of the Netherlands and
in Flanders, Belgium), discontinuous negation is still extensively used, although the
preverbal enclitic en is typically optional (cf. example 20, Haegeman and Zanuttini
1996, Breitbarth and Haegeman 2008, Van der Auwera and De Vogelaer 2008, and
Section 4.5 for discussion).

Table 2 Jespersen cycle in English and French

Old French Jeo ne dis Old English Ic ne secge

I snNsay I sN say
Modern French (written/ Je ne dis pas Middle English Ic ne seye not
standard) I snsaysN I sNsay sN
Modern French (colloqu ial) Je dis pas Early Modern 1 say not

I saysN English I say sN

Modern English Idon’t say
I do sN say
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Table 3 Jespersen cycle in Dutch

Old Dutch Inde in uuege sundigero ne stiint
And in way  sinners.GEN SN stood.3sG
‘And didn’t stand in the way of sinners’

Early Middle Dutch (13th century) En laettine mi spreke niet
SN let.he me speak SN
‘If he doesn’t let me speak’

Late Middle Dutch (16th century, Holland) Mine herberge ontseggic u  niet
My tavern take.away.l you SN
‘My tavern I won’t take away from you’

Modern Dutch (Netherlands) Jan loopt niet.
Jan walks SN
‘Jan doesn’t walk.’

Table 4 Jespersen cycle in German

Old High German (AD 750-1050) thaz thu irrimen ni math.
that you name SN can
‘that you cannot name it.’

Middle High German (AD 1050-1350) daz ich drizic pfunt niht ennaeme.
that I  thirty pound SN sN-take
‘that I would not take thirty pounds.’

Early New High German (AD 1350-1650) Do wolt er nicht gen.
then wanted he SN go
‘He did not want to go then.’

Modern German wenn sie nicht nach Hause kommt.
if she SN to home comes
‘if she does not come home.’

Jespersen (1917) discusses similar diachronic patterns for Norse and German.
A. Jdger’s (2008) description of the German development is summarized in Table
4. Old High German has a preverbal negation ni. Toward the end of the Old High
German period, this preverbal negation is strengthened with the postverbal niht.
Toward the end of the Middle High German period, the enclitic en disappears,
and the final stage is the postverbal negation nicht familiar from Modern
German.

Jespersen describes the diachronic development as a cycle, so in principle the
postverbal negator present in the last stages of Tables 2—4 is expected to give away
to a new preverbal marker of negation, under the pressure of NEGFIRST. The do-
support construction found in Modern English signals a return to the preverbal
position of negation (cf. Sections 3.4 and 4.3).



106 3 Markedness of Negation

Further evidence for the cyclic nature of the development is provided by data
from French Creoles, spoken in Haiti, Guadeloupe, and the Seychelles, which have
reanalyzed the postverbal marker pas from standard French as a preverbal negator.
The examples in (12) illustrate (from Posner 1985).!4 13

(12) a. i past a ap vi_ni_ [Haitian Creole]
him SN PAST FUT PROG come
‘He wouldn’t be coming.’
b. person papu pik u. [Seychelles]
nobody SN FUT prick you
‘Nobody is going to prick you.’

Obviously, Creole languages do not constitute a straightforward historical develop-
ment of the standard language, and creolization is a special process, subject to
extensive discussion in the literature, so the sentences in (12) do not sketch the next
step in the development of modern French. In fact, there may be sufficient pressure
from other word order principles to block the development of a preverbal marker in
standard modern French. However, the example in (12) illustrates that it is possible
in principle to reanalyze pas, and shift back from a postverbal to a preverbal marker
of negation.

In the literature, it has been observed that the Jespersen cycle involves changes
in negation being a syntactic head (a clitic, an affix) or a maximal projection
(an adverb), cf. Zanuttini (1991) and Haegeman (1995) for discussion along these
lines. It is not entirely clear whether these distinctions provide the key to an analysis of
the Jespersen cycle (cf. Déprez 1997a, b for critical discussion). The OT analysis
of the Jespersen cycle does not rely on the head/maximal projection distinction for the
marker of sentential negation, but makes crucial use of the conflicting preferences
for an early and a late realization of negation in the sentence, and balances these
against the markedness constraint *NEG.

The OT system developed so far allows the following informal description of the
Jespersen cycle as an instance of language change. NEGFIRST is the driving force
behind the expression of negation ‘early’ in the sentence. At the same time, this
position is subject to erosion, which leads to a reinforcement of negation. Because
the reinforcement of negation is emphatic, and bears focus, it occurs later in the
sentence under the influence of FocusLast. This leads to negation occurring in
postverbal position.

“DeGraff (1997) proposes that the effect observed in (12) is that in Haitian Creole, the lexical
verb no longer moves past the negative marker, this in contrast with French. In the OT analysis,
which does not rely on movement operations, this corresponds to a reordering of the constraints
NEGFIRST and FocusLAsT, which govern the placement of the negation marker in the sentence.
'>Note also that there is a negative concord reading for the combination of pa and person in (12b),
whereas similar combinations in Standard French normally lead to a double negation reading.
Compare Chapter 5 (Section 6) and Chapter 6 (Section 5) for an elaboration.
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In his sketch of two opposing tendencies, Jespersen describes the two roles of
negation as closely connected to the verb, and as an element carrying important new
(i.e. focused) information. By relating these opposing tendencies to the dynamics of
language change, Jespersen sketches a pattern of diachronic change in which preverbal
negation is doubled with a postverbal emphatic expression that reinforces negation.
The new postverbal negator gradually takes over the negative force of the original
negator, eventually leading to the disappearance of the preverbal marker of sentential
negation. Furthermore, this process is subject to iteration. Section 4.2 works out
these ideas more precisely.

3.4.2 Modeling the Jespersen Cycle in OT

This section links the synchronic typological variation from Section 3 to the
diachronic change known as the Jespersen cycle. Across a wide range of languages,
there are three positions for a marker of sentential negation with respect to the verb:
a single marker of sentential negation in preverbal position, a discontinuous negation
surrounding the verb, or a marker of sentential negation in postverbal position.
The grammars proposed for these three positions of negation (Section 3.3) are sum-
marized in Table 1.

The three positions of the marker of sentential negation are easily linked to the
three main stages of the Jespersen cycle. In line with Chapter 1 (Section 5), gram-
matical change is taken to be gradual. Accordingly, I propose a step-wise change in
the grammar, whereby one constraint changes position in the ranking at every stage.
This leads to the modeling of the Jespersen cycle in Table 5.

Given that the joint ranking of two constraints as opposed to the weaker position
of the three constraints captures each of the three stages (Table 1), a complete ranking
for each stage always involves two possible fully ordinal rankings (Table 5). The
distinction between the two rankings posited for each stage is invisible in the language
production. For example, the rankings in stages 1.1 and 1.2 both lead to the expression
of negation in a preverbal position.

Table 5 Jespersen cycle in OT

Stage 1 (preverbal negation) 1.1 *NEG >> NEGFIRST >> FocusLAST
1.2 NEGFIRST >> *NEG >> FocUsLAsT
Stage 2 (discontinuous negation) 2.1 NEGFIRST >> FocUSLAST >> *NEG
2.1 FocusLAST >> NEGFIRST >> *NEG
Stage 3 (postverbal negation) 3.1 FocusLAST >> *NEG >> NEGFIRST

3.2 *NEG >> FOCUSLAST >> NEGFIRST
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However, at each stage, the ranking has to have shifted to the second possible
ranking in order to allow the transition to the next stage by means of the shift of a
single constraint. For example, the ranking in 1.2 allows the transition to the ranking
in 2.1 by means of the raising of FocusLAsT above *NEG. In order to allow for
gradual change in which the transition between two stages does not involve a
revised ranking for more than one constraint, it is useful to spell out the first and
second (full) rankings for each stage, as in Table 5.

Note that one change in the ranking of FocusLAsT and NEGFIRST leads back from
stage 3.2 to stage 1.1. This completes the cycle, and allows the diachronic process to
repeat itself, as Jespersen suggested. In general, a change in stage occurs when
re-ranking affects the lower two constraints in the ranking. Re-ranking of the highest
two constraints in the ranking does not affect the stage the grammar is in, because
these constraints pair up in a battle of two against one, as argued in Section 3.3.

3.4.3 Intermediate Stages: Between Preverbal and Discontinuous
Negation

With full ordinal OT, the constraint rankings give rise to three typologically well
established cases of preverbal, discontinuous, and postverbal negation. Intermediate
stages can be modeled in an extension toward stochastic OT. Several languages have
been argued to exemplify negation patterns in between stages 1 and 2, or 2 and 3.

A language that displays a negation system in between stage 1 and stage 2 has
an obligatory preverbal marker of negation that is optionally reinforced by postverbal
emphatic negation. In a diachronic development, such a language might be moving
away from a preverbal negation toward a system with a discontinuous negation.
This situation is illustrated by formal Welsh, as illustrated in (13) (data from
Borsley and Jones 2005):

(13) a. Nidoedd Sioned yn  gweithio [formal Welsh]

SN be.IMPFE.3sG Sioned PROG work
‘Sioned was not working.’

b. Ni soniodd Sioned ddimam 'y digwyddiad. [formal Welsh]
SN mention.PAST.3SG Sioned SN about the event
‘Sioned did not talk about the event.’

c. Doedd Gwynddimyn cysgu. [informal Welsh]
SN.be.IMPF.3sG Gwyn SN PROG sleep
‘Gwyn was not sleeping.’

d. Na’th Emrys ddim gweld dim byd. [informal Welsh]
do.PAST.3sG  EmryssN see SN world
‘Emrys didn’t see anything.’

In (13a), the preverbal particle nid alone carries the negative force of the sentence.
In (13b), ni is optionally reinforced by the postverbal adverb ddim. The contrast
between (13a) and (b) indicates that formal Welsh is moving from a preverbal negation
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to a discontinuous negation pattern. Discontinuous negation is well established in
colloquial Welsh, with verbs that have a distinctive negative form as in (13c).
In sentences that involve verbs which do not have a distinctive negative form, such
as na’th in (13d), the presence of postverbal ddim is the only indication of negation.
This situation reflects a stage 3 grammar. Note that in both (13c, d), the presence
of ddim is mandatory. Without ddim (13c) is ill formed, and (13d) expresses an
affirmative sentence. Under the assumption that formal Welsh reflects an earlier
stage of the language, the differences between formal and informal varieties of the
language in (13) show the Jespersen cycle at work.

The OT system can model such an intermediate situation if *NEG and FocUSLAsT
have an overlapping range in the stage 1.2 ranking. Overlap between two constraints
C, and C, is represented as C, 0 C,. The ranking NEGFIRST >> *NEG 0 FocusLasT
can then be postulated as the grammar of formal Welsh. The high ranking of
NEGFIRST guarantees an obligatory preverbal marker of negation (nid). The overlap
between *NEG and FocusLAST means that in some cases *NEG will win (and there
is only a preverbal marker of negation), whereas in other cases FocusLAsT will win
(and the preverbal marker is doubled by postverbal emphatic negation ddim).

Other examples of languages that are possibly in a transitional phase between a
stage 1 and a stage 2 language are the Tamazight and Tagbaylit varieties of Berber
(Ouali 2003, 2005), and Hausa, a West Chadic language spoken in Nigeria (Dryer
2007):

(14) a. Ur ssex (sha) [Tamazight Berber]
SN drink.PERF.1SG (SN)
‘I don’t drink.
b.  Ur kshimegh (ara) [Tagbaylit Berber]
SN entered.PAST.1SG (SN)
‘I didn’t enter.’
(15) a. ban san slina-n-sa ba. [Hausa]
SN:1SG know name-LINK-3SG SN
‘I don’t know his name.’
b. bana zuwa da kai
SN CONT come:NOMIN with 2SG
‘I am not going with you.’

In all these languages, the preverbal marker of negation is mandatory, whereas the
postverbal marker is optional.

Catalan displays regional variation, which corresponds with different stages of
the Jespersen cycle. Wheeler et al. (1999: 481) show that pas is a postverbal negator
that optionally doubles the preverbal no in central Catalan (16a). In North Catalan
pas can be the only element in a negative sentence (16b).

(16) a. No, senyor: no séc pas 1’home que voste busca. [Central Catalan]
‘No, sir: I am not the man you are looking for.’
b. Cantis pas aquesta canco. [Northern Catalan]

‘Don’t sing that song.’
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According to Wheeler et al. (1999: 482), the doubling pas is emphatic in (16a), and
denies possible implications of what is being said. The optional status and emphatic
nature of pas suggests the beginnings of a transition from stage 1.2 to stage 2.1 of
the Jespersen cycle. A high ranking of NEGFIRST guarantees an obligatory preverbal
marker of negation (n0) in (16a), but overlapping constraints *NEG and FOCUSLAST
allow an optional realization of the emphatic negator pas. In the North Catalan
variety, pas has taken on the role of the simple marker of negation, as in Occitan and
spoken French (16b), so North Catalan exemplifies stage 3 of the Jespersen cycle.
In the grammar of this dialect, FOCUSLAST has risen above *NEG at the expense of
NEGFIRrsT, which has been lowered in the ranking.

The data in (16) suggest that the negation system of Catalan is currently going
through a process of diachronic change that is more advanced in certain varieties
than in others. Instability in the co-occurrence restrictions on the preverbal negator
no with negative indefinites support this view (cf. Chapter 5, Section 5).

3.4.4 Intermediate Stages: Between Discontinuous
and Postverbal Negation

Stochastic OT can also describe transitions from stage 2 to stage 3. An overlapping
range between NEGFIRST and *NEG in the 2.2 ranking underlies the ranking
FocusLAsT >> NEGFIRST 0 *NEG for informal Welsh. Under this ranking, verbs
that have a special negative form like doedd (in 13c) can coexist with verbs that
do not such as na’th (in 13d). The overlapping range of constraints allows for an
intermediate stage in the Jespersen cycle in which the preverbal marker of negation
becomes optional, but the postverbal marker is obligatory.

Dryer (2007) cites the West Chadic language Mupun and the Bongo-Bagirmi
language Bongo as languages in which the preverbal marker of negation is optional,
and the postverbal marker is obligatory:

(17) (ba)kd n=se lua nyer kas [Mupun]
(SN) PERF lsG=eat meat bird SN
‘I didn’t eat the bird meat.’
(18) a. ma mjaami a’ji wa [Bongo]
1sG SN make thing SN
‘I am not doing anything.’
b. m-u-ye le’ji wa
1sG-pAST-drink beer SN
‘I did not drink beer.’

We do not have diachronic data on Mupun or Bong-Bagirmi, but it is not
unlikely that a similar development is taking place in this language.

It is easier to find evidence in favor of overlapping constraints in languages that
we have historical data of. The ranking FOCUSLAST >> NEGFIRST 0 *NEG is
strongly supported by the situation in modern French, where the formal version of
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the language requires the presence of preverbal ne as illustrated in (19a). In colloquial
French, it is quite common to find sentences like (19b), in which negation is exclu-
sively expressed by means of the postverbal adverb pas:

(19) a. Jen’ ai pasvu Sophie. [formal/written French]
I sNn have SN seen Sophie.
‘I have not seen Sophie.’
b. Jai pasvu Sophie. [colloquial French]
I have sN seen Sophie.

Even though discontinuous negation is the norm since Classical French, occasional
instances of ne drop date back to the 17th century. These establish pas as the bearer
of semantic negation. Although the presence of ne is required by prescriptive gram-
mars ne drop is frequent (up to 80% of the time), even in the higher registers of
spoken French (Ashby 1981, 2001, Christensen 2003). In the variety of French
spoken in Montréal, ne has practically disappeared as a productive marker of negativity
(Sankoff and Vincent 1977).

These findings indicate that French is going through a transitional phase in
which the discontinuous negation is losing against the postverbal marker of negation.
The preverbal clitic ne has lost its semantic force as a negator, as pointed out already
by Bréal (1897, 1900). Formal, written French is still a stage 2 language with
obligatory discontinuous negation, supported by prescriptive grammars and the
highly influential Académie Francaise. Colloquial French is a stage 3 language,
with a single, postverbal marker of sentential negation. Spoken French in the higher
registers is in the intermediate phase between a stage 2 and a stage 3 language: the
use of ne is recommended by prescriptive grammars, but is not always realized.

The Welsh and French data make it clear that there may be an asymmetry
between preverbal and postverbal negation in stages where discontinuous negation
is moving toward postverbal negation. Tesniere’s (1959) characterization of the
asymmetry between ne and pas in modern French is well known:

C’est ’ensemble du discordantiel et du forclusif qui constitue la négation
frangaise. [...] Le discordantiel ne forme pas a lui seul la negation. Il la
prépare seulement. Et c’est ensuite le forclusif qui la réalise. [...] [L]e francais
[...] décroche d’abord sa pensée de la notion affirmative, puis il la raccroche a
la notion negative, ce qui lui permet de nuancer le degré de la négation. C’est
le discordantiel qui opere le décrochage, tandis que le forclusif exprime le
raccrochage. (Tesniere 1959 : 224f)

It is the combination of the preclusion and the contradictor that constitute
French negation. The preclusion does not constitute negation by itself. It just
prepares it. And it is then the contradictor that realizes it. French first detaches
the thought from the affirmative notion, then attaches it to the negative notion,
which allows the language to nuance the degree of negation. It is the
preclusion that operates the detachment, whereas the contradictor expresses
the attachment.'®

!The English translation of the quote from Tesniére is mine.
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The insight that French preverbal ne and incorporated nid in colloquial Welsh do
not convey semantic negation plays a crucial role in the reworked analysis of dis-
continuous negation in French, based on the interaction of the negation marker
with negative indefinites, which is proposed in Chapter 5 (Section 6), and the
analysis of Welsh negation and negative indefinites in Chapter 5 (Section 7).
Similar observations can be made for Afrikaans, where the sentence-final nie does
not contribute a semantic negaton (Chapter 5, Section 10).

In his description of the diachronic patterns of Dutch negation, Zeijlstra (2004)
refers to van der Horst and van der Wal’s (1979) study of text frequencies of en-
deletion in different constructions. Their results indicate that the use of preverbal en
in the Dutch spoken in Holland gradually decreased between 1300 and 1600. By the
end of the 17th century, the transition from a stage 2 to a stage 3 language was basi-
cally complete, and the preverbal marker of negation had practically disappeared
from the language. As pointed out by an anonymous reviewer, preverbal en is occa-
sionally found well into the 18th century. The reviewer provides the following
example, taken from a text dating from 1785.

(20) Niemand was er die allengskens niet en begreep dat de qualiteyt daar van
byzonder slegt moest zyn.
Nobody was there who by now SN SN understood that the quality that of
particularly bad had be.
“There was nobody who by now didn’t understand that its quality had to be

particularly bad.’
(J.F. Tor, Per koets naar Constantinopel )

The historic data indicate a gradual process of change over a fairly long period of time,
during which certain constructions were more likely to drop the preverbal marker than
others. A stochastic OT analysis in terms of overlapping constraints, and interaction
with construction specific constraints accounts for such an intermediate stage.

3.4.5 A Note on Pragmatics

According to the outline in this section, the Jespersen cycle has been completed in
the northern varieties of Dutch, spoken in the Netherlands. In some dialects, the loss
of the preverbal negator took place earlier than in others, and in Flemish dialects
discontinuous negation is alive even today, as witnessed by the data in Haegeman
and Zanuttini (1996), Breithbart and Haegeman (2008), and Van der Auwera and
De Vogelaer (2008).

(21) Valere (en)-eet dienen boek nie. [West Flemish]
Valeére (sN) has that book sN.
‘Valere doesn’t have that book.’

Given the persistent use of discontinuous negation over time, Breitbarth and
Haegeman (2008) argue that Flemish en and nie have developed a different status in
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the system of negation. They claim that nie has become the neutral negator, whereas
en does not semantically convey negation, but indicates affective polarity and has
acquired an emphatic function. Emphasis in the Jespersen cycle is generally used to
explain the rise of a postverbal negator, so the new pragmatic function of en suggests
some sort of reanalysis of the original preverbal negator.

The observations made by Breitbarth and Haegeman suggest that there is more
to the interpretation of discontinuous negation in Flemish than just the realization
of truth-conditional negation (—). Their observations are in line with claims made
by Schwenter (2005) concerning the pragmatics of discontinuous negation in
Brazilian Portuguese.

According to Schwenter (2005), all three forms of preverbal, discontinuous, and
postverbal negation are available in Brazilian Portuguese (22).

(22) a. A Claudia ndo veio a festa. [Brazilian Portuguese]
the Cldudia SN came to party
b. A Cldudia ndo veio a festa ndo.
the Cldudia SN came to party SN
c. A Claudiaveio a festa ndo.
the Cldudia came to party SN
‘Claudia didn’t come to the party.’

There is no difference in the propositional meaning of the three negatives, so
Schwenter pursues a pragmatic analysis. Preverbal negation is canonical negation
in Brazilian Portuguese (and the only form found in European Portuguese).
Schwenter rejects an analysis in terms of ‘emphatic’ negation for the discontinuous
and postverbal forms, because of the difficulty of defining the relevant theoretical
notions. Instead, he claims that discontinuous and postverbal negation is sensitive
to information-structural properties of the discourse.

According to Schwenter, the proposition denied by discontinuous negation is
contextually ‘activated’, but not necessarily believed by any of the interlocutors.
Accordingly, it is often found in response to yes/no-questions, where the proposition
is discourse old (either explicitly mentioned or inferable), as in (23A).

(23) Q: Vocé gostou da palestra da Paria?

‘Did you like Maria’s talk?’

A: Eundo fui ndo.
I s~ wentsN
‘I didn’t go.’

A’: #Fui ndo.
went.1SG SN

A”: Gostei  ndo.
liked.1sG SN

The postverbal negation construction is even more restricted in that it requires the
proposition to be directly and explicitly activated in the preceding discourse (23A” as
opposed to 23A’). Schwenter (2006) extends these claims to discontinuous and
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postverbal negation in Italian and Catalan. See also Zanuttini (1996) for relevant data
on Italian dialects with postverbal mica and their pragmatics, and Espinal (1993),
Wheeler et al. (1999) for data and discussion of the pragmatics of discontinuous and
postverbal negation in Catalan.

Given that this book focuses on the semantics of negation across languages,
I leave the integration of the pragmatic insights from Breitbarth and Haegeman,
and Schwenter and others into the OT analysis of the Jespersen cycle for a later
occasion.

More discussion of the Catalan, French, and Flemish system of negation follows in
Chapter 5 (Sections 5, 6 and 9 respectively). That chapter investigates co-occurrence
restrictions on the negation marker and negative indefinites. It will turn out that
discontinuous systems of negation impose special constraints on those combina-
tions, because of possible asymmetries between the two markers.

3.4.6 Static and Dynamic Models of Language Change

Zeijlstra (2004: 56) models the transitions between the three main stages of pre-
verbal, discontinuous, and postverbal negation as separate phases within the
Jespersen cycle. This means that he describes six phases, whereas the OT model
only defines three. According to the analysis advanced here, the intermediate
phases involve an overlapping range of two constraints, which can be modeled in
stochastic OT, whereas the three main phases involve a ranking that can be modeled
in ordinal OT.

Empirically, the results of the two analyses are the same. Of course, the theoretical
assumptions underlying the two proposals are quite different. In my opinion, the
dynamics of the stochastic OT modeling provides a better insight into the optionality
of the postverbal marker (in the transition from stage 1 to stage 2) and the preverbal
marker (in the transition from stage 2 to stage 3) than the static phrase structure
representation that Zeijlstra (2004: 175) proposes. In the OT model, the frequency
effects correlate with the gradual change toward a new ordinal equilibrium. The
contrast between stochastic OT and ordinal OT indicates that intermediate stages
are unstable. This is reflected in the observation that intermediate stages of the
Jespersen cycle are typologically rare (cf. Haspelmath 1997).

What is most relevant at this point is that it is possible to model the Jespersen
cycle within the OT framework developed so far, and that this modeling provides
new insights about this diachronic process. The three main stages establish a bal-
ance between two highly ranked constraints and one weak one. Transitions
between main stages lead to intermediate stages, modeled in stochastic OT, which
allows the transitions to be gradual, with no more than one constraint moving over
another one at any step. The OT model sketched here then provides a viable alter-
native to the phrase structural analyses of the position of negation currently available
in the literature.
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3.5 Subordinate Clauses and Nonfinite Constructions

The analysis of the placement of negation in this chapter focused on main clauses.
A more elaborate study of the position of negation should also take into account the
different word orders found in main and subordinate clauses.

In Germanic languages, word order in main clauses is different from that in
subordinate clauses. Verb second applies to main clauses, but subordinate clauses
have an SOV pattern, with negation preceding the verb, as illustrated for Dutch and
German in (24) and (25) respectively:

(24) a. ...omdat Mare niet lachte. [Dutch]
...because = Mare sN laughed
‘...because Mare didn’t laugh’
b. *...omdat Mare lachte niet.
...because Mare laughed sN
(25) a. ...weil Hans nicht kam. [German]
...because Hans SN came.
‘...because Hans didn’t come.’
b. *...weil Hans kam nicht.
...because Hans came SN

Discontinuous negation in subordinate clauses in older Dutch and Flemish places
both negation markers before the finite verb (cf. 20) and discussion in Haegeman
(1995, 1997).

Besides the distinction between main/subordinate clauses, the distinction
between finite/nonfinite clauses can play a role in the placement of negation. For
French, this is illustrated in (26) (cf. Pollock 1989 for discussion).

(26) a. Je n’ai pas invité Julie. [French]
I s~xhave sN  invited Julie
‘I didn’t invite Julie.’
b. I m’ a prié dene pas appeler la police.
He me.DAT has asked to SN sN call the police
‘He asked me not to call the police.’

In finite clauses, ne precedes and pas follows the finite verb (26a), but in nonfinite
constructions, both ne and pas precede the infinitival complement (26b).

Borsley and Jones investigate the role of finiteness in Welsh, on the basis of
examples like (27).

(27) a. Nidyw hi ’n  gweithio heno. [Formal Welsh]
SN be.PRES.3SG she PROG work  tonight
‘She is not working tonight.’
b. Dw i'n  gisgwyl[i Mairbeidiod myndi Aberystwyth].
be.PRES.1SG I PROG expect to MairsN  with go  to Aberystwyth
‘I expect Mair not to go to Aberystwyth.’
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Beidio in (27b) is analyzed as a nonfinite verb expressing negation. Negative verbs
were excluded from the investigation in Chapter 1, but obviously, the analysis of
negation in a language like Welsh is not complete until it implies a description of
negative verbs.

The primary aim of this book is to describe the syntax—semantics interface of
negation; a full analysis of the interaction of negation with word order in general,
across the different clause types is outside the scope of this study. Even though the
number of syntactic constraints in this book is higher than the number of semantic
constraints, the syntactic analysis of negation developed so far for finite main
clauses needs to be worked out in more detail in order to account for the patterns
found in subordinate clauses and nonfinite constructions.

3.6 Conclusion

In this chapter, the markedness of negation has been grounded in an asymmetric
frequency distribution between affirmative and negative speech acts. An evolution-
ary bidirectional OT model derives Horn’s division of pragmatic labor, according
to which marked forms pair up with marked meanings, and unmarked forms with
unmarked meanings. Negation rather than affirmation ends up being formally
marked, because negation is more infrequent. Given that all linguistic communities
feel the need to express negation, negation emerges as a universal category of natural
language.

The universal ranking FNEG >> *NEG might suggest that FNEG is not a violable
constraint. The anecdotal evidence from Child Dutch, and the discussion of aphasic
sign language users shows that it is useful to maintain FNEG as part of the OT system,
because the order of the constraints FNEG and *NEG can be reversed in language
acquisition and language breakdown.

The ranking FNEG >> *NEG determines that languages realizes negation in some
form. The most frequent realization of negation is by means of a marker of senten-
tial negation. This marker needs to be placed in the sentence. In the second half of
this chapter, the position of sentential negation with respect to the verb was inves-
tigated. The interaction of the three constraints NEGFIRST, FocusLasT, and *NEG
accounts for three main cases of typological variation: preverbal placement of nega-
tion, postverbal negation, and discontinuous negation.

The typological patterns were identified with the three main stages in the
Jespersen cycle. The result is an OT model of typological variation that matches
the pattern of diachronic change.

The analysis covered issues in the placement of negation in main clauses. The
patterns observed for subordinate clauses and nonfinite constructions require a more
elaborate syntactic analysis that is, however, outside the scope of this book, which
focuses on the syntax—semantics interface.
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Chapter 4
A Typology of Negative Indefinites

Introduction and overview Chapter 3 investigated ways in which languages
convey negation by means of an expression that corresponds to the first-order logic
connective —. In English this would be not. Negation can also be attracted to other
expressions in the sentence, particularly indefinites in argument or adjunct position
(Section 1). Negative attraction creates negative indefinites. The class of negative
indefinites includes both negative quantifiers (English nobody, nothing, nowhere,
never) and n-words.

Negative attraction is extended to multiple indefinites under negation in Section 2.
Sentences involving a range of negative indefinites raise problems for the principle
of compositionality of meaning, because some languages assign a double negation
reading to such a sequence, and others a single negation reading. Chapter 1 argued
that the compositionality problem cannot be solved in the lexicon, and exploited the
polyadic quantifier analysis proposed by de Swart and Sag (2002) to offer a gram-
matical analysis. The argumentation is briefly summarized in Section 3, in prepara-
tion of the typology of double negation and negative concord languages.

The polyadic quantifier analysis developed by de Swart and Sag (2002) works
well for French because it displays ambiguities between single and double negation
readings in sentences that combine two negative expressions. However, in most
other languages there is a strong bias toward either the double negation or the
negative concord reading. Section 4 builds a bidirectional optimality theory (OT)
built on top of the polyadic quantifier analysis in order to account for the systematic
contrast between negative concord and double negation languages.

In negative concord languages, the functional motivation that favors marking
of ‘negative variables’ in the syntax wins out. Double negation languages value
first-order iteration in the semantics. Languages that display ambiguities have an
overlapping range of constraints in a stochastic extension of the model developed
in Chapter 6 (Section 3).

H. de Swart, Expression and Interpretation of Negation: An OT Typology, 117
Studies in Natural Language and Linguistic Theory,
DOI 10.1007/978-90-481-3162-4_4, © Springer Science+Business Media B.V. 2010


10.1007/_3
10.1007/_1
10.1007/_BM
10.1007/_6

118 4 A Typology of Negative Indefinities

As Section 4 emphasizes, the bidirectional setup is essential, for syntactic
and semantic variation go hand in hand. Section 5 returns to the relation between
negative concord and negative polarity, and offers a diachronic perspective while
Section 6 concludes the chapter.

4.1 Negative Attraction

From a linguistic point of view, interesting questions arise in the expression and
interpretation of clausal negation in sentences involving indefinites. This section
investigates sentences containing a single negative indefinite, realizing the meaning
phrased as —3x in first-order logic. The expression of multiple indefinites under
negation (realizing —dx 3x,...dx  in first-order logic) is dealt with from Section 2
onward.

4.1.1 Neg-incorporation and Negative Attraction

Chapter 3 established that all natural languages have some way of marking sentential
negation. This marker need not be an independent word, it can cliticize onto the
verb (e.g., French ne) or even incorporate into the verb (cf. Chapter 3, Section 3).
The incorporation of negation does not only occur in verbs, it is also seen in indefinite
pronouns, adverbs, and conjunctions. In English, never is built out of the incorporation
of ne into ever. Related forms are nobody, nothing, nowhere, neither...nor all of
which contain an incorporated ne. Similarly, Dutch has the pairs iemand-niemand
(‘somebody’—‘nobody’), ergens—nergens (‘somewhere’—‘nowhere’), and the negative
conjunction noch (‘neither’). Italian has nessuno (‘nobody’) and niente (‘nothing’);
Spanish has nadie (‘nobody’) and nada (‘nothing’); Catalan has ningii (‘nobody’); and
French has ni...ni (‘neither...nor’).

Morphological incorporation of negation, also known as ‘Neg-incorporation’,
is a widespread phenomenon, but it is not universal. Suppletive forms like the
French pas ‘not’, jamais ‘never’, rien ‘nothing’; Italian mai ‘never’; Catalan res
‘nothing’; and Greek kanvenan ‘nobody’ indicate that Neg-incorporation is not a
prerequisite for the construction of indefinite forms that bear negative import.

This chapter focuses on the semantic class of negative indefinites, whether or not
they involve negative incorporation. Because the emphasis is on variable binding
operators, negative conjunctions are left aside, but see Horn (1989: 256-258), de
Swart (2001b), Szabolcsi and Haddican (2004), and Doetjes (2005) for relevant
discussion of the semantics of negative conjunctions.

Jespersen indicates that natural language has a strong tendency “to attract the
negative notion to any word that can easily be made negative” (1917: 56). Following
Mazzon (2004), I call this tendency Negative Attraction. Not all languages are
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equally susceptible to negative attraction, for negative attraction may conflict with
other constraints governing the realization of negation in the sentence. Therefore,
the tendency is best captured by means of a violable constraint that interacts with
other constraints in the grammar of a language. I adopt the following formulation
of the constraint NEGATTRACT:!

* NEGATTRACT
Realize (clausal) negation on an indefinite in argument or adjunct position.

The forms nobody, never, niemand, nessuno, rien, res, mai, etc. all attract the
negation in sentences involving an existentially quantified variable in the scope
of negation.

Different expressions in a series (nobody, nothing, nowhere, never) impose
restrictions on the ontological domain that the variable x bound by the quantifier
may belong to (x has to be human or inanimate, or a place or a time, etc.). However,
they share the same quantificational core (cf. Chapter 1, Section 4 for discussion).

NEGATTRACT interacts with other constraints about the realization of
negation in the sentence, in particular with the tendency to realize negation
early in the sentence, formalized in Chapter 2 (Section 3) by means of the OT
constraint NEGFIRST.

4.1.2 Interaction Between Negative Attraction and NEGFIRST

Jespersen (1917) observes that negative attraction may be in conflict with a ten-
dency for the negation to be realized preverbally, as illustrated by the examples in
(1) and (2):

(1) a. Nobody laughed.
b. *Anybody didn’t laugh.

(2) a. We didn’t meet anybody [colloquial English]
b. We met nobody [literary English]

The pattern shown in (1) is by no means restricted to English. Chapter 1
(Sections 3 and 4) discuss asymmetries between NPIs and n-words in several
Romance languages and Greek. The grammaticality contrast in (1) has to do with
the preverbal subject position, for the indefinite in postverbal object position
(2) allows two options. Jespersen (1917: 56) qualifies (2a) as colloquial, and (2b)

'This formulation is narrower than the one found in Jespersen. Jespersen also talks about constructions
in which negation is attracted to adjectives (unhappy versus not happy). The syntactic and semantic
properties of affixal negation and negative indefinites are not the same, and my proposal focuses
on argument structure, not on morphological operations. This motivates my narrower definition,
but of course, one could adapt it to other needs. Compare Horn (1989: 273 sqq) for extensive
discussion of affixal negation. See also Chapter 1 (Section 1) and Chapter 6 (Section 1) for
remarks on the relation between affixal negation, sentential negation, and negative indefinites.
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as more literary English. I follow this terminology, although nothing in my analysis
depends on this being the right characterization.

Crucially, nobody in (2b) takes clausal scope, not constituent scope, so the
sentence conveys the same propositional content as (2a). This does not necessarily
exclude the idea that negative force is stronger if the negator comes later in the
linear order (Mazzon 2004: 97) under the influence of FocusLasT (see Chapter 3,
Section 3). According to Quirk et al. (1985: 1033), sentences of type (2b) should
indicate a stronger ‘negativity’ than (2a) because of this reason. Giannakidou
(2006) develops similar ideas.

If the difference in meaning is viewed as substantial, the two candidates should
be treated as optimal outcomes for different inputs that exist in parallel in the same
language. This would imply a more discerning semantic representation than the
first-order representation —3. Given the emphasis on truth-conditional negation in
this book, I will not use the claim about the ‘stronger’ negativity of (2b) in my
analysis. In this section, the two candidates (2a) and (2b) are treated as competitors
for the same input meaning —3, as this is the propositional content they convey.

Chapter 3 established that modern English has a high ranking of NEGFIRsT,
albeit in a modified form. The English word not follows the auxiliary, but negation
is required to precede the lexical verb. Do-support as in (2a) is used to satisfy this
requirement. The definition of NEGFIRST (1v) is repeated from Chapter 3:

¢ NEGFIRST (lexical verb)
Negation precedes the lexical verb.

NEGATTRACT and NEGFIRST are two constraints that involve the realization of
propositional negation in the syntax, but that are potentially conflicting.

A further relevant constraint is the markedness constraint *NEG. Its definition is
also repeated from Chapter 3.

* *NEG
Avoid negation in the output.

*NEG blocks unnecessary proliferation of negative forms in the OT syntax. As usual,
the markedness constraint *NEG is ranked below the faithfulness constraint FNEG:

¢ FNEG
Be faithful to negation, i.e., reflect the non-affirmative nature of the input in the
output.

The universal ranking FNEG >> *NEG implies that negative sentences always incur
at least one violation of *NEG (Chapter 3, Section 1). The comparison of the two
candidates that comprise the candidate set for indefinite subjects in modern English
in Tableau 1 shows that a negative indefinite in subject position satisfies NEGFIRST
as well as NEGATTRACT.

The negative indefinite nobody counts as a negative form with morphologically
incorporated negation. As the violation patterns in Tableau 1 illustrate, nobody
satisfies NEGATTRACT, and it violates *NEG. A negative polarity item (NPI) such as
anybody does not count as a negative form, because it is lexically classified as an
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Tableau 1 Negative subjects (modern English)

Meaning Form FNEG *NEG NEGFIRST (Iv) |[NEGATTR
—3x Came(x)
Somebody came * * *
& | Nobody came *
Anybody didn’t come * *
Nobody didn’t come HE

Tableau 2 Preverbal negation with postverbal indefinites (colloquial English)

Meaning Form FNEG | *NEG | NEGFIRST (Iv) | NEGATTR
-3x Meet(we,x)
We met somebody * * *
We met nobody * *
& | We didn